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Who Am I?

I'm Patrick Gerard, a second-year (hopeful) PhD 
student working under Prs. Kristina Lerman 
and Emilio Ferrara. I'm interested in the 
intersection of machine learning and network 
science and how they can be utilized to uncover 
the mechanisms of information diffusion and 
narrative evolution across media.

Kevin (handsome) Me 

Ask me afterwards about my current work – I’m really excited about it :0
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Who Am I?
Recent Timeline

Ask me afterwards about my current work – I’m really excited about it :0

patrickgerard.co to click on 
papers*

* this presentation will also be published there

http://patrickgerard.co


Fear and Loathing on the Frontline: 
Decoding the Language of Othering by 

Russia-Ukraine War Blogger
Combining Sociological Insight with Scalable Models
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Why This Matters
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“Jews were not killed because they 
were human beings. In the eyes of the 
killers they were not human beings! 

They were Jews!”

– Elie Wiesel, Auschwitz Survivor and Nobel 
Peace Prize Laureate



Why This Matters
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“One day everything seemed normal 
and then we were being called 

cockroaches and snakes.”

– Jacqueline Murekatete, Rwanda 
Genocide Survivor



Why This Matters
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“The problem isn’t that perpetrators 
don’t know they’re doing wrong. It’s 
that they believe they’re doing 
right.” [1]

We must stop asking how 
people ignore evil—and start 
asking how they come to 
celebrate it.

Reicher et al. 2008



From Celebration to Construction: How Does Violence 
Become Justified?
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“How does someone come to 
celebrate harm?”

It starts with a story.
A story about who belongs, who 
threatens, and who must be stopped.

“Crimes against civilians, ethnic cleansing, and 
punitive actions organized by neo-Nazis in Ukraine. It 
is against that evil that our soldiers are bravely fighting.”
—Vladimir Putin

“Crimes against civilians, ethnic 
cleansing, and punitive actions 
organized by neo-Nazis in     
Ukraine. It is against that evil that our 
soldiers are bravely fighting.”
—Vladimir Putin



What is Othering?
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No clear, universal definition, but several overlapping workable 
definitions

"Othering is a social process whereby a dominant 
group or person uses negative attributes to define and 
subordinate others."
 — Canales, 2010

"Othering is the construction 
of a positive self and a 
negative other."
 — Pettersson & Sakki, 2017

"Othering is the outcasting 
of certain groups based 
on arbitrary attributes."
 — Sakki & Castrén, 2022



What is Othering?
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Difference is not the problem. Meaning is.

Humans vary—culturally, 
geographically, racially, religiously.

Duckitt 2003; Joffe 1999; Reicher et al. 2008

What matters is how society assigns 
meaning to these differences



What is Othering?
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The ingroup is assembled.

A cohesive ingroup identity is built, often 
around shared culture, values, or history.

Reicher et al. 2008 (Step 1); Jetten et al. 1997

This identity gains power not just from 
similarity, but from contrast:

We are who we are, because we are not them.



What is Othering?
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From difference to danger.

The outgroup is cast as a threat to the 
ingroup’s identity, values, or survival.

Sakki & Castrén 2022; Reicher et al. 2008 (Step 3)

Accompanied by:

● Depersonalization of outgroup 
members

● Scapegoating and fear
● Often framed as existential crisis



What is Othering?
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Prejudice Becomes a Moral Project.

Kennedy et al. 2023; Fiske & Rai 2014; Reicher et al. 2008 (Step 5)

The final step is moral inversion:

● Harsh treatment of the outgroup is justified
● Ingroup defense becomes a cause for 

celebration
● Status hierarchies are reinforced
● Prejudice is perpetuated in the name of 

good



We define othering as a discursive process that 
constructs an ingroup–outgroup boundary and 
frames the outgroup as morally or existentially 
problematic.

What is Othering?
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We operationalize existing definitions for large-scale 
analysis

Our Definition:

Kennedy et al. 2023; Fiske & Rai 2014; Reicher et al. 2008



What is Othering – How Does it Differ from Hate/Fear Speech?
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Othering
A social process that constructs a boundary between “us” and 
“them,” portraying the outgroup as threatening, inferior, or 
morally corrupt. It unfolds through narrative structure, not 
isolated slurs or sentiment.

Hate Speech
Typically overt, hostile language targeting a group 
based on identity (e.g., slurs, insults).

Fear Speech
Language that frames a group as a danger, 
often without explicit hatred. Centers on threat 
amplification (e.g., “They’re coming for your 
children”).

Hate and fear speech are 
symptoms. Othering is the 
structure behind them: the 

process that makes exclusion 
and harm seem reasonable and 

even necessary.



Existing Work — Theoretical Work
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Social Identity and Justification of Harm
Reicher et al. (2008) outline a 5-stage process where identity 
construction, threat perception, and moralization transform harm into 
virtue.

Symbolic and Existential Threats
Joffe (1999) and Duckitt (2003) describe how perceived threats to 
culture, identity, and safety fuel prejudice and outgroup hostility.

Moral Foundations of Violence
Fiske & Rai (2014) propose that even extreme violence is often framed 
as morally necessary within relational contexts. Hoover et al. (2021) 
show group-based moral values predict justification of hate when 
outgroups are seen as morally violating.



Existing Work — Theoretical Work
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Taxonomy-Relevant Concepts
Depersonalization: Outgroup members stripped of 
individuality (Sakki & Castrén, 2022)

Moral exclusion: Outgroups placed outside the circle of moral 
concern (Opotow, 1990)

Group-based threat: Perceived danger activates defensive 
cohesion (Duckitt, 2003)

Language constructs group boundaries and makes exclusion appear 
justified, even morally necessary.



Existing Work — Computational Work on Harmful Speech
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● Hate speech detection, often framed as a binary or multi-class 
classification task  (e.g., Davidson et al. 2017; Founta et al. 2018)

● Fear speech and incitement, emphasizing emotional tone and 
downstream risk  (e.g., Saha et al. 2023; Mathew et al. 2020)

● Toxicity prediction, including models deployed by platforms for 
moderation  (e.g., Perspective API, Borkan et al. 2019)

● Coded and subtle language, where recent work explores moral 
framing, sarcasm, and dog whistles  (e.g., Vidgen et al. 2021)

Rather than modeling how exclusion is constructed and reinforced, most work 
focuses on classifying individual instances of harmful language.



Key Gaps in the Literature
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Venn diagram showing overlap between othering, 
fear speech, and hate speech in the Gab corpus.

No Operationalized Taxonomy of Othering

Despite rich sociological theory, there is no 
operationalized taxonomy of othering suitable for 
NLP; existing labels like hate or fear are too 
coarse to capture its structure and moral logic.



Key Gaps in the Literature - Why Existing Labels Fall Short
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Example from a standard hate speech classifier

This is not just about tone—it’s about 
structure. The post builds a threat 
narrative that primes readers to see a 
group as dangerous and harm as 
legitimate.

Traditional classifiers miss this entirely.



Key Gaps in the Literature
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No Empirical Study of Othering as a Process

Lack of analysis connecting othering to event timelines, 
moral co-framing, or attention metrics

No Theory-Aligned, Scalable Annotation Pipeline

Existing models rely on crowd-labeled data optimized for 
speed, but we lack a validated pipeline that scales 
theory-grounded annotations with high fidelity.
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What Kind of Environment Reveals These Gaps?

Our Data Testbed: Telegram & Beyond



What Kind of Environment Reveals These Gaps?
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We need a setting where:

● Othering evolves in response to real events
● Morality and violence are discursively 

intertwined
● Language adapts quickly to context and 

platform

To address these gaps, we need a real-world context where othering is 
not only present, but evolving, consequential, and morally charged.



What Kind of Environment Reveals These Gaps?

26

Social media platforms—especially during 
conflict—offer precisely this environment. 
They allow us to observe how othering is 
formulated, moralized, and socially 
reinforced in real time.

We can move from studying static 
content to studying mechanisms: 

how exclusion is made thinkable, 
when it escalates, and how it 

spreads.



A Two-Part Empirical Testbed
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To study the social mechanisms of othering, we focus on two 
distinct platforms:

Telegram and Gab

Telegram:  High-Stakes Conflict Discourse
● Primary testbed: Russian & Ukrainian warbloggers
● High-conflict, morally charged discourse
● Ideal for observing how othering emerges, escalates, 

and adapts in real time

Gab:  Validation in a non-conflict setting
● U.S.-based, ideologically extreme platform
● Low moderation, decentralized language use
● Tests whether patterns of moralized exclusion 

generalize beyond wartime



Russian and Ukrainian Warbloggers
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Ideal Testbed for Escalating Othering

Warbloggers use Telegram to frame the enemy, rally the ingroup, and 
construct meaning around violence: a real-world laboratory for 
observing othering in action.

Telegram is a popular messaging and broadcast 
platform which became the most downloaded 
social app in Russia and Ukraine and was used 
by ~39% of Ukrainians and ~19% of Russians 
as a primary news source as of 2022 (Oleinik 
2024).

High-Stakes, Real-Time Narrative Warfare

The Russia–Ukraine war has generated a massive volume of 
politicized discourse where identity, threat, and moral justification 
are actively contested.



Russian and Ukrainian Warbloggers
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Mentions of Nazism in Russian media spiked on the day of the invasion and continued as 
the war escalated, framing Ukraine as a morally deviant, existential threat. These 

narratives were amplified by war bloggers and state-aligned channels, offering a real-time 
window into how othering is constructed, justified, and sustained during conflict.



Data Source and Scope: Telegram
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Posts from Russian- and Ukrainian-leaning Telegram channels

Collected from Oct 2015–Aug 2023

Final analysis focused on ~8.6M posts from 568 
channels

       → 243 pro-Ukrainian (4.2M posts)

       → 325 pro-Russian (4.4M posts)

Data primarily in Russian and Ukrainian

Co-reference network of Telegram 
warbloggers. Nodes represent channels, 
colored by inferred stance: 
🔴 Pro-Russian (red), 
🔵 Pro-Ukrainian (blue), 
⚪ Unaffiliated/Neutral (grey)



Data Source and Scope: Telegram

31

Posts from Russian- and Ukrainian-leaning Telegram channels

Community Labeling:

● Constructed author network: edge if Channel A 
forwarded B

● Used bios + recent posts to hand-label 100 seed 
channels

● Applied label propagation → validated with 90%+ 
accuracy

Edges reflect shared content and 
profile similarities. Most grey nodes 
focus on local or apolitical topics 
(e.g., trading, logistics).



Data Source and Scope: Gab
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Posts from U.S.-based Gab accounts

Gab: A low-moderation, U.S.-based 
platform known for far-right and 
extremist discourse (Saha et al., 
2023).

● Collected from June 2016 to August 2021
● Data is English, sourced from a platform with 

minimal content moderation
● Lets us check whether patterns of moralized 

exclusion appear outside conflict and in a 
very different discursive environment
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From Conflict Discourse to Computational Inquiry

What We Ask, and How We Answer



Guiding Research Questions

34

In this discourse environment, we ask:

RQ1 – Temporal Dynamics

How does the use of othering language by Russian 
and Ukrainian war bloggers on Telegram change 
over the course of the war?

RQ2 – Moral Framing

How does the moral and othering language used 
by war bloggers interact and vary by group?



Guiding Research Questions
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In this discourse environment, we ask:

RQ3 – Attention and Influence

How does portraying the target group as the other 
affect social attention?

RQ4 – Times of Crisis

Does use of othering language intensify during 
times of crisis, and in what ways are these 
behaviors more strongly rewarded?



Four core types:

● Threats to Culture or Identity
● Threats to Survival or Physical Security
● Vilification
● Explicit Dehumanization

Our Approach
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From Theory to Scalable Detection and Analysis

Operationalize Theory → Taxonomy of Othering

Grounded in Reicher et al. (2008), Joffe (1999), Fiske & Rai (2014)



Our Approach
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A four-part taxonomy of othering 
language, grounded in social 
psychology. Each category 
reflects a distinct rhetorical 
mechanism used to justify 
exclusion or harm: ranging from 
cultural threat to explicit 
dehumanization.



Our Approach
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From Theory to Scalable Detection and Analysis

Scalable Annotation Pipeline (LLM-Assisted)

● Human-labeled data → GPT-4 alignment  
→ distilled into open-source LLM

● Evaluated using both inter-annotator agreement 
(e.g., κ > 0.85) and ML performance metrics (F₁ 
scores, precision/recall)

● Human agreement ensures conceptual validity; 
ML metrics ensure scalability and consistency

Can now annotate thousands of 
posts with theory-aligned precision



Our Approach
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Annotation Pipeline – Example Output
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Results

Tracing the Patterns and Dynamics of 
Othering in the Wild



RQ1: Temporal Dynamics
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How Does Othering Change Over Time?

Othering intensifies following military and political 
shocks, but with different rhetorical patterns across 
groups.

Othering follows the shockwaves of war, but each 
side speaks a different language of threat.



RQ1: Temporal Dynamics - Russian Warbloggers
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*Key events were identified using methods adapted from prior work (Gerard et al. 2024). Each event 
corresponds to a major political or military development that was prominently discussed by Russian war 
bloggers.



RQ1: Temporal Dynamics - Ukrainian Warbloggers
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*Key events were identified using methods adapted from prior work (Gerard et al. 2024). Each event 
corresponds to a major political or military development that was prominently discussed by Ukrainian 
war bloggers.



RQ1: Temporal Dynamics
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How Does Othering Change Over Time?

Othering intensifies following military and political 
shocks, but with different rhetorical patterns across 
groups.

Othering follows the shockwaves of war, but each 
side speaks a different language of threat.



RQ2: Moral Framing
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How is Othering Moralized Across Groups?

Russian channels moralize othering through sacred 
duty and purity; Ukrainian channel through care and 
defense.

Each side builds its enemy with different moral 
scaffolding.



RQ2: Moral Framing
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Russian war bloggers lean on moral foundations like purity, authority, 
and equality when engaging in othering, while Ukrainian bloggers 
more often invoke care, loyalty, and proportionality



RQ2: Moral Framing

47

Russian Warbloggers Log-Odds Ratios Ukrainian Warbloggers Log-Odds Ratios

Moral co-framing patterns differ sharply across groups. Russian warbloggers show consistent co-occurrence 
between othering and a broad set of moral foundations. Ukrainian warbloggers display more selective 
alignment, especially between survival threats and fairness-related foundations like care and proportionality.



RQ2: Moral Framing
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How is Othering Moralized Across Groups?

Russian channels moralize othering through sacred 
duty and purity; Ukrainian channel through care and 
defense.

Each side builds its enemy with different moral 
scaffolding.



RQ3: Attention and Influence
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How does Othering Correlate with Visibility?

Posts that contain othering receive significantly more 
views. Channels that consistently use it tend to be more 
central in the network—suggesting reward mechanisms

Othering aligns with greater visibility, and with 
discursive prominence.



RQ3: Attention and Influence
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Messages containing othering language receive more views on average, and channels that use 
othering more frequently tend to be more central in the discourse network. This pattern holds across 
both Russian and Ukrainian communities.



RQ3: Attention and Influence
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How does Othering Correlate with Visibility?

Posts that contain othering receive significantly more 
views. Channels that consistently use it tend to be more 
central in the network—suggesting reward mechanisms

Othering aligns with greater visibility, and with 
discursive prominence.



RQ4: Crisis & Reward Dynamics
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How Does Othering Shift During Moments of Collective Threat?

During crisis periods, posts with othering receive 
notably higher views. Channels using othering during 
these moments occupy more central network positions.

Crises coincide with surges in both the reach and 
prominence of othering.



RQ4: Crisis Events
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The association between othering and both visibility (views) and network centrality strengthens 
following major crisis events. This reflects the same broader trend observed overall, but with 
even greater magnitude during moments of heightened tension.



RQ4: Crisis & Reward Dynamics
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How Does Othering Shift During Moments of Collective Threat?

During crisis periods, posts with othering receive 
notably higher views. Channels using othering during 
these moments occupy more central network positions.

Crises coincide with surges in both the reach and 
prominence of othering.
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Key Takeaways

What We Learn from Tracing Othering in 
Online Discourse



Key Takeaways: Modeling Othering in Conflict Discourse
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Theory-Aligned, Scalable Detection
We introduce the first sociologically grounded 
framework for detecting othering, achieving 
high agreement with humans and scaling 
across millions of posts.

Groups deploy othering through distinct 
moral frameworks—these framings align 
with greater visibility and centrality, 
especially during moments of heightened 
tension.

Moral Framing and Discursive Prominence



Key Takeaways: Modeling Othering in Conflict Discourse
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“At a local school, a teacher
reprimanded a child for speaking
Russian during recess.”

🚨 URGENT: Unconfirmed reports 
suggest the UN is covertly 

supporting the
 development of biological chemical 

weapons aimed at targeting 
Russians! 🧪

“At a local school, a teacher
reprimanded a child for speaking
Russian during recess.”

🚨 URGENT: Unconfirmed reports 
suggest the UN is covertly 

supporting the
 development of biological chemical 

weapons aimed at targeting 
Russians! 🧪

Othering is not just a 
theoretical construct—it is now 
detectable, interpretable, and 
scalable in real-world 
discourse.



Why this Matters
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To intervene early, we need to 
understand not just what people 
say, but how they come to 
believe harm is justified. This 
work is a step toward that

“They let – 15, 16, million 
[immigrants] into our country [...] 

They’re poisoning the blood of 
our country.”

“I don’t know if you call them 
people [...] in some cases they’re 
not people, in my opinion.”
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Analyze Evolved Psychological Mechanisms
Investigate how threat perception, group cohesion, and 
moral licensing are exploited.

Expand Contexts
Study how othering plays out in elections, public health 
scares, and protest movements

Next Steps — Tracing the Mechanics of Moralized Exclusion

Model the Dynamics of Narrative Adaptation
Track how morally framed othering shifts across platforms, 
audiences, and crises



Questions?
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Model Validation
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Model Validation
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Are We Capturing Othering Reliably – Russian Data



Model Validation
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Are We Capturing Othering Reliably – Ukrainian Data



Gab Graphs
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Gab Graphs: Moral Framing
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Gab Users’ Log-Odds Ratios

Log-odds ratios for moral foundation use across 
othering categories in Gab user messages. Gab 
users tend to morally frame exclusionary 
language using purity, authority, and identity 
threat; these patterns closely mirroring those 
observed in Russian war blogger discourse. This 
suggests similar rhetorical strategies may 
underlie othering in both conflict and extremist 
online communities.



Gab Graphs: Moral Framing
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Log-odds ratios of moral foundations in Gab 
messages containing othering. Gab users 
frequently frame their othering language through 
purity, equality, and care—reinforcing patterns 
of moralization also seen in Russian war blogger 
discourse. The prominence of purity and authority 
may suggest a shared emphasis on sacredness 
and hierarchical order when justifying exclusion.

Gab Users’ Log-Odds Ratios


