
Bridging the Narrative Divide:
Cross-Platform Discourse Networks in Fragmented Ecosystems

Patrick Gerard1, Hans W. A. Hanley2, Luca Luceri1, Emilio Ferrara3

1Information Sciences Institute, University of Southern California
2Stanford University

3Thomas Lord Department of Computer Science, University of Southern California
pgerard@isi.edu, hhanley@cs.stanford.edu, lluceri@isi.edu, emiliofe@usc.edu

Abstract

Political discourse has grown increasingly fragmented across
different social platforms, making it challenging to trace how
narratives spread and evolve within such a fragmented in-
formation ecosystem. Reconstructing social graphs and in-
formation diffusion networks is challenging, and available
strategies typically depend on platform-specific features and
behavioral signals which are often incompatible across sys-
tems and increasingly restricted. To address these challenges,
we present a platform-agnostic framework that allows to
accurately and efficiently reconstruct the underlying social
graph of users’ cross-platform interactions, based on dis-
covering latent narratives and users’ participation therein.
Our method achieves state-of-the-art performance in key
network–based tasks: information operation detection, ide-
ological stance prediction, and cross-platform engagement
prediction—while requiring significantly less data than ex-
isting alternatives and capturing a broader set of users.
When applied to cross-platform information dynamics be-
tween Truth Social and X (formerly Twitter), our framework
reveals a small, mixed-platform group of bridge users, com-
prising just 0.33% of users and 2.14% of posts, who introduce
nearly 70% of migrating narratives to the receiving platform.
These findings offer a structural lens for anticipating how
narratives traverse fragmented information ecosystems, with
implications for cross-platform governance, content modera-
tion, and policy interventions.

Code — https://tinyurl.com/CANE2025
Data — https://tinyurl.com/CANE2025

Introduction
Political communication today unfolds across a fragmented
digital landscape, shaped by the dynamics of ideologically
distinct platforms (Zhang et al. 2025). During the January
6th, 2021, Capitol insurrection, participants engaged in par-
allel but intersecting conversations across Parler, X (for-
merly Twitter), and Gab (Sipka, Hannak, and Urman 2022;
Vishnuprasad et al. 2024), which were later amplified on
mainstream platforms via news reporting (Zulli, Coe, and
Isaacs 2023; Luceri, Cresci, and Giordano 2021). More re-
cently, the emergence of Truth Social, a platform created by
U.S. President Donald Trump, has introduced a new locus
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of politically salient discourse (Zhang et al. 2025; Gerard,
Botzer, and Weninger 2023), with narratives frequently orig-
inating there before diffusing outward (Shah et al. 2024).
This fragmentation became particularly salient during the
2024 U.S. presidential election, when narratives, unveri-
fied claims, and emotionally charged rhetoric moved rapidly
across ecosystem boundaries (Minici et al. 2024). Yet de-
spite growing concern, we still lack systematic tools for trac-
ing how discourse migrates between these siloed communi-
ties, or for identifying the structures that enable it.

Most traditional network approaches rely on platform-
specific behaviors such as reposts, mentions, or follower
ties (Cinelli et al. 2021), which are often incompatible across
ecosystems and increasingly inaccessible due to API restric-
tions (Tromble 2021). More recent content-based methods
infer user relationships through linguistic similarity (Ng,
Cruickshank, and Carley 2022; Luceri et al. 2024a), but typ-
ically depend on pairwise message comparisons or token-
level co-occurrence (Cinus et al. 2025). As we show in this
work, such approaches fail to capture persistent alignment,
generate unstable user communities, and generalize poorly
across platforms. These limitations obscure the structural ar-
chitecture of discourse, particularly the aspects that allow
narratives to move between fragmented online communities.

To overcome these limitations and understand cross-
platform dynamics during the 2024 U.S. Presidential elec-
tion, we model users not through interaction patterns or
surface-level text similarity, but as distributions over latent
narratives. Our discourse-centered framework links users
through shared participation in semantic clusters of ideas,
capturing persistent alignment even without direct ties. This
approach disentangles user similarity from platform-specific
behavior, allowing for robust and scalable network construc-
tion across sparse and fragmented ecosystems.

Empirically, we find that this method offers several advan-
tages. We test its effectiveness across both standard user rep-
resentation tasks and a new benchmark for cross-platform
engagement prediction. In both intra- and inter-platform set-
tings, our method matches or exceeds the performance of
existing approaches while requiring significantly less data.
It captures a broader set of users, identifies stable communi-
ties across platforms, and supports large-scale modeling of
discourse. Our method, without relying on platform-specific
metadata, not only improves generalization and diffusion



modeling across siloed ecosystems but also performs com-
petitively within single-platform contexts.

Applied to posts from Truth Social and X during the
2024 U.S. Presidential election, our framework reveals not
only when and where political narratives migrated between
ecosystems but also how and through whom this diffusion
occurred. Utilizing our framework, we concretely ask:

1. How do political narratives migrate across fragmented
platforms like X and Truth Social during the 2024 U.S.
Presidential election, and what structural pathways en-
able their movement?

2. Do shared discourse communities emerge across X and
Truth Social during the 2024 election cycle, and if so,
how are they positioned within the broader structure of
political communication?

3. Are certain users disproportionately associated with
cross-platform narrative diffusion during the 2024 U.S.
Presidential election, and what structural roles do they
occupy within the discourse network?

Our analysis reveals that political narratives migrated be-
tween X and Truth Social in a highly structured manner.
Many of these narratives migrated between X and Truth So-
cial through a small but structurally distinct set of users,
comprising just 0.33% of the total. These users accounted
for only 2.14% of all posts, yet served as the initial cross-
platform carriers for nearly 70% of narratives that success-
fully migrated. These bridge users were embedded at the
intersection of fragmented discourse communities and con-
sistently appeared early in the life cycle of narratives that
later gained traction across ecosystems.

Critically, these insights do not rely on retrospective in-
teraction patterns or explicit behavioral ties. Instead, they
emerge from a structural perspective made possible by our
modeling approach. By linking users through shared par-
ticipation in latent discourse clusters, our platform-agnostic
framework uncovers connective structures that remain hid-
den in traditional interaction-based or semantic similarity-
based graphs. This shift opens new avenues for studying how
influence operates across media environments and positions
cross-platform discourse networks as a scalable and gener-
alizable lens for understanding narrative diffusion.

Related Work
Network-Based User Representations. A central chal-
lenge in social media analysis is how to represent users
in a way that reflects their relationships, ideological align-
ment, and interactions. Traditional methods rely heav-
ily on platform-specific signals, including follower net-
works (Bollen et al. 2011), reposts and mentions (Cinelli
et al. 2021), hashtags (Alieva, Ng, and Carley 2022;
Burghardt et al. 2024), or URLs (Tardelli et al. 2024a).
These signals, however, face increasing limitations due to
restrictive data policies (Tromble 2021) and fragmentation
of user activities across platforms (Minici et al. 2024). Se-
mantic approaches, which construct graphs from linguis-
tic similarity of user content (Ng, Cruickshank, and Car-
ley 2023; Luceri et al. 2024a), attempt to bypass such lim-

itations. However, these methods typically rely on pair-
wise comparisons and often suffer from computational com-
plexity and sensitivity to minor linguistic variations (Luceri
et al. 2024a). Thus, current methods rarely provide platform-
agnostic and scalable solutions.
Behavioral Modeling with Social Graphs. Once con-
structed, social graphs are typically evaluated by their util-
ity in downstream tasks, including ideological stance pre-
diction and coordination detection. Ideological stance pre-
diction methods often combine content and network sig-
nals (Xiao et al. 2020; Jiang, Ren, and Ferrara 2023), yet
struggle when metadata is sparse or inaccessible (Jiang,
Ren, and Ferrara 2023). Coordination detection generally
relies on identifying synchronized behaviors that often de-
pend on behavioral traces that may be limited or inconsis-
tent across platforms (Luceri et al. 2024a; Ng and Carley
2022; Magelinski, Ng, and Carley 2022). Overall, existing
models are frequently constrained by platform-specific as-
sumptions and data availability, limiting their adaptability in
fragmented or low-signal environments.
Cross-Platform Dynamics and Behavior. As online dis-
course becomes increasingly fragmented across platforms,
users and narratives move fluidly between ecosystems, dis-
rupting traditional modeling assumptions (Ribeiro et al.
2021; Russo et al. 2023). Understanding these dynamics
has become increasingly important, yet modeling them re-
mains methodologically difficult. Cross-platform behavior
is hard to capture due to the lack of consistent identifiers
and semantic variation across ecosystems (Ng, Cruickshank,
and Carley 2022, 2023; Luceri et al. 2024a; Cinus et al.
2025; Magelinski, Ng, and Carley 2022). For example, com-
mon strategies such as user-matching heuristics (Iofciu et al.
2011) and link-tracking (Cinus et al. 2025) often struggle
with generalizability and scale. Despite growing interest
in semantic similarity-based alignment methods, prior ap-
proaches remain limited in scope or too narrow to generalize
across diverse ecosystems (Luceri et al. 2024a; Ng, Cruick-
shank, and Carley 2022). Meanwhile, influence operations
exploit this fragmentation (Minici et al. 2024; Ng, Cruick-
shank, and Carley 2022), underscoring the need for user
graph construction methods that are content-driven, plat-
form agnostic, and robust to missing metadata.
Structural Influence and Network Theory. We connect
our concept of bridge users to classic theories of structural
influence. In sociology and organizational science, bound-
ary spanners and brokers are actors who enable informa-
tion flow across otherwise disconnected groups (Cross and
Prusak 2002; Gould and Fernandez 1989). These roles em-
phasize that influence stems not only from activity or status,
but from an actor’s position within a network. This framing
aligns with Granovetter’s theory of weak ties (Granovetter
1983), which highlights how loosely connected individuals
often facilitate the spread of novel information.

Methods: Platform-Agnostic Social Graphs
Illustrated in Figure 1, we introduce Cluster Affiliation Net-
work Embedding (CANE): a data-efficient and platform-
agnostic framework for constructing user-user networks di-
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Figure 1: Overview of our cross-platform user network inference framework. Content is embedded and clustered into se-
mantically coherent narratives, which form the basis for constructing user-user networks. These networks support a range of
downstream tasks, including community detection, stance prediction, and content analysis.

rectly from content. Unlike traditional interaction-based ap-
proaches, our method does not depend on reposts, mentions,
or other platform-specific signals. Instead, it links users
through shared participation in latent narratives, supporting
robust graph construction in fragmented, diverse, and sparse
data environments. This reframes network modeling around
discourse, replacing reliance on platform-specific interac-
tions with the underlying structure of narrative alignment.

Given a set of users U = u1, ..., un and their posts
C = c1, ..., cm, we construct a weighted, undirected graph
G = (V,E,w), where edges capture inferred behavioral
alignment via shared participation in semantically coherent
content clusters. Our pipeline includes three steps: (1) em-
bedding user posts into a shared semantic space, (2) cluster-
ing posts into latent topics, and (3) connecting users based
on shared cluster participation. We introduce two variants:
CANE, a static model based on aggregated content, and t-
CANE, a temporal extension. Full benchmarks and com-
plexity analysis are provided in the Appendix.

Content Aggregation and Embedding

We begin by preprocessing post content for semantic mod-
eling, removing platform-specific artifacts, such as URLs,
hashtags, and user mentions. Standard normalization proce-
dures, including whitespace trimming and character encod-
ing cleanup, are applied. We embed each post using MP-
Net (Song et al. 2020), a transformer model chosen for its
strong performance on semantic similarity tasks. This yields
a 768-dimensional vector for each post, which captures
contextual meaning while remaining agnostic to platform-
specific syntax. We note that our framework is embedding-
agnostic and supports substitution with alternative monolin-
gual, multilingual, or multimodal models (Wang et al. 2024).

Content Clustering

DP-Means. To identify coherent content clusters, we apply
DP-Means to embed representations of user posts. Unlike k-
means, which requires specifying the number of clusters in
advance, DP-Means adaptively creates new clusters based
on a distance threshold λ. This threshold, which we set us-
ing cosine distance and empirical semantic equivalence cut-
offs (typically around 0.65 (Hanley, Kumar, and Durumeric
2023)), governs when new clusters are formed—allowing us
to strike a balance between topical specificity and general-
ity. Full algorithmic details, justification, and sensitivity for
different λ values are provided in Appendix A.

User Network Construction
Once the content on particular platforms has been clustered
(Figure 1), we utilize two unique strategies for construct-
ing user-user edges, designed to balance expressiveness and
computational efficiency. Both methods aim to robustly con-
nect users based on shared narrative engagement, with one
capturing static behavioral alignment and the other model-
ing temporal dynamics.
Cluster Affiliation Network Embedding (CANE). The
first method we utilize for constructing user-user edges
amongst social media after contracting their participation in
different content clusters is based on CANE. CANE mod-
els user similarity by capturing how individuals align along
content clusters, providing a proxy for their narrative pref-
erences. CANE treats each user’s cluster participation as a
document-term-like matrix (e.g. akin to methods like TF-
IDF (Aizawa 2003)), where clusters are analogous to terms
and user participation corresponds to frequency. This formu-
lation allows us to assess not just whether users engage with
the same clusters, but how distinctive those shared affilia-
tions are relative to all content clusters.

This is such that for each user u, we define its full cluster



affiliation across all clusters C vector:
vu = [wu,1, wu,2, ..., wu,|C|] (1)

where each weight wu,c for c ∈ C is computed as:

wu,c = tfu,c · log
(

|U |
|{u : u ∈ c}|

)
(2)

Here, tfu,c is the normalized frequency of user u’s partic-
ipation in cluster c (i.e, the number of times that the user
posted about the content in the cluster c), and the second log
term penalizes broadly popular clusters, thereby emphasiz-
ing more distinctive affiliations.

Once cluster affiliation vectors are computed, we measure
user similarity using cosine similarity, a standard metric for
high-dimensional, sparse representations (Song et al. 2020;
Luceri et al. 2024a; Pacheco et al. 2021; Wang et al. 2024).
This captures the proportional overlap in narrative engage-
ment, ensuring that users with similarly distributed content
preferences are more strongly connected, even if they do not
share identical cluster memberships. We evaluated alterna-
tive weighting strategies, including raw counts and softmax
normalization, and found that a TF-IDF-inspired scheme
yielded the best performance in downstream tasks. This
supports the intuition that TF-IDF weighting better empha-
sizes distinctive cluster participation while down-weighting
generic, viral, and ubiquitous content (Appendix B; Table 8).

To improve scalability, we compute user-user similar-
ity using the GPU-supported FAISS1 library (Malkov and
Yashunin 2018). This approximate nearest neighbor method
replaces brute-force comparisons, supports efficient edge
construction, and produces sparse, high-quality user graphs.
Empirical evaluation on multiple datasets shows that us-
ing FAISS-HNSW yields performance comparable to brute-
force similarity computation, with no statistically significant
degradation in F1 or AUC (Appendix B; Table 9).
Temporal Cluster Affiliation Network Embedding (t-
CANE). While the static CANE model effectively captures
user alignment through shared narrative engagement, it col-
lapses time, obscuring the dynamics of when and how re-
lationships form and shift. Yet many critical processes in
political discourse, such as coordination, radicalization, and
narrative seeding, are inherently temporal (Tardelli et al.
2024b). To capture these dynamics, we introduce t-CANE, a
discrete temporal extension. This allows us to trace how user
affinities evolve and to distinguish fleeting overlaps from
sustained ideological alignment.

At each timestep t, we compute a TF-IDF-weighted clus-
ter affiliation vector vt

u for each user u, summarizing their
narrative participation during that window. Pairwise similar-
ities are measured via cosine similarity. To construct a dy-
namic graph, we apply a memory-based update rule inspired
by Hawkes processes (Laub, Taimre, and Pollett 2015),
which reinforces repeated user alignment across timesteps
while gradually weakening connections that lapse. This
mechanism allows the graph to capture both persistent re-
lationships and newly emerging discourse patterns. Neigh-
borhoods at each timestep are computed using the GPU-
supported FAISS library to ensure scalable similarity search.

1https://github.com/facebookresearch/faiss

Network Type Construction Description

Co-Repost Connect users who repost the same piece of content.

Co-URL Connect users who share the same URLs in their posts.

Fast Repost Connect users who repost identical content within a
short time window.

Hashtag Sequence Connect users based on ordered sequences of shared
hashtags.

Text Similarity Connect users if they post at least one highly similar
post; edge weight reflects average text similarity across
matches (Pacheco et al. 2021).

k-NN Embedding Graph Build a full text-to-text kNN graph first, then induce
a user-to-user graph reflecting overall proximity across
all posts (Ng, Cruickshank, and Carley 2023).

Fused Graph Construct a unified network where users are linked if
they are connected in any underlying similarity network
(Co-Repost, Co-URL, Fast Repost, Hashtag Sequence,
or Text Similarity) (Luceri et al. 2024a).

Table 1: Baseline similarity network construction methods.

Method Macro-F1 AUC

Co-Repost 0.71 ± 0.02 0.77 ± 0.03
Co-URL 0.50 ± 0.02 0.56 ± 0.06
Fast Repost 0.46 ± 0.01 0.54 ± 0.02
Hashtag Sequence 0.51 ± 0.04 0.49 ± 0.03
Text Similarity 0.53 ± 0.01 0.33 ± 0.00
k-NN Embedding Graph 0.58 ± 0.02 0.39 ± 0.01
Fused Graph 0.74 ± 0.02 0.81 ± 0.02
CANE 0.72 ± 0.02 0.91 ± 0.01
t-CANE 0.83 ± 0.01 0.98 ± 0.01

Table 2: Performance on the China IO dataset.

We validate this design through downstream task perfor-
mance and targeted ablation studies (Appendix C).

Benchmark Tasks and Evaluation
We evaluate our framework on three tasks: information op-
eration detection, ideological stance prediction, and a new
cross-platform engagement prediction benchmark. The first
two tasks test intra-platform utility, while the third assesses
whether user-user networks capture behavioral alignment
across ecosystems. For each task, we compare the user-user
network construction methods in Table 1 against our own
while keeping the downstream prediction model fixed. This
setup thus isolates the input graph’s role on performance.

To assess robustness under sparse data conditions, we
simulate increasing data availability by incrementally sam-
pling n% of each user’s posts in 5% steps, retaining previ-
ously included posts for consistency. As part of our evalua-
tion framework, we define the point of data efficiency of a
method as the point at which it reaches 95% of its maximum
AUC. This threshold serves as a standard for all methods
and offers a principled balance between performance and
efficiency. We validate the appropriateness of this choice by
confirming that performance increases smoothly with addi-
tional data, and that the 95% point is not an outlier but re-
flects consistent trends (see Figure 4).



Method Macro-F1 AUC

Co-Repost 0.80 ± 0.01 0.73 ± 0.01
Co-URL 0.49 ± 0.00 0.52 ± 0.01
Fast Repost 0.59 ± 0.01 0.60 ± 0.01
Hashtag Sequence 0.54 ± 0.03 0.48 ± 0.01
Text Similarity 0.62 ± 0.03 0.52 ± 0.02
k-NN Embedding Graph 0.65 ± 0.01 0.57 ± 0.00
Fused Graph 0.81 ± 0.01 0.76 ± 0.01
CANE 0.82 ± 0.01 0.94 ± 0.00
t-CANE 0.90 ± 0.01 0.94 ± 0.02

Table 3: Performance on the Iran IO dataset.

Information Operations
Information operations (IOs) represent a critical and high-
stakes challenge for online platform governance and po-
litical communication research. Detecting such operations
often requires robust inference of latent user alignment in
the absence of explicit coordination signals, making them a
strong test case for evaluating the effectiveness of user-user
network construction methods. We evaluate our framework
on the task of IO detection using the dataset from Seckin
et al. (2024), which includes labeled state-backed campaigns
identified by Twitter and released to the research community
to enable research on IO detection. We focus on two opera-
tions: one attributed to Iran and one to China, each compris-
ing users labeled as either IO drivers or organic accounts.
See Appendix D for details.

Following the methodology of Luceri et al. (2024a), we
embed user similarity networks (Table 1) where edges reflect
inferred alignment between users based on shared content or
behavioral patterns using node2vec (Grover and Leskovec
2016) and train a random forest classifier to distinguish
drivers from organic users.
Overall Results. Shown in Tables 2 and 3, our method
achieves the highest performance across both campaigns,
with t-CANE reaching 0.85 Macro-F1 and 0.92 AUC on the
China IO dataset, and 0.90 Macro-F1 and 0.94 AUC on the
Iran IO dataset. The temporal variant (t-CANE) consistently
outperforms static methods, highlighting the importance of
modeling evolving behavior.
Sparse Data Setting. To evaluate data efficiency, we incre-
mentally sample user content in 5% intervals and report how
much data each method requires to reach 95% of its peak
AUC. Our method achieves near-optimal performance with
just 5–10% of the training data, significantly outperform-
ing baselines. Although semantic similarity-based methods
(e.g., k-NN Embedding Graph) also show data efficiency,
they plateau at much lower overall performance. Full results
are available in Appendix D (Table 15).

Ideological Mapping on X and TikTok
We apply our framework to an ideological classification task
using 2024 U.S. election data from X and TikTok, sam-
pled via a shared keyword query (Pinto et al. 2024; Bala-
subramanian et al. 2024). The task involves predicting each
user’s political leaning as either Liberal or Conservative,
a common binary framing in prior work on ideology pre-

diction (Jiang, Ren, and Ferrara 2023). X serves as a stan-
dard benchmark for this task; TikTok presents a more chal-
lenging and increasingly common environment, where tradi-
tional graph construction is constrained by sparse metadata
and platform limitations, making it a useful testbed for eval-
uating structure-based approaches.

Many ideological stance prediction models rely on the
structure of user-user graphs, often constructed from fol-
lower links or interaction data that reflect homophily and
alignment (Xiao et al. 2020; Jiang, Ren, and Ferrara 2023).
To isolate the role of structure, we exclude all content fea-
tures and apply a fixed downstream model across all graph
variants. This setup allows us to evaluate how well each
network captures latent ideological patterns, independent of
content or platform-specific behaviors.

As in previous sections, we compare against the baseline
network construction methods listed in Table 1. On TikTok,
where available signals are limited, we evaluate Hashtag Se-
quence, Text Similarity (from video descriptions), k-NN em-
bedding Graph, and a partial fused graph.

We evaluate classification performance using graph-based
models. While multiple architectures were tested, final re-
sults are reported using node2vec embeddings combined
with a feedforward neural network classifier. This setup em-
phasizes structural information, aligning with our goal of
isolating graph quality without relying on content features;
performance was comparable across alternatives. See Ap-
pendix F for details.

US-2024 X Dataset. We use the large-scale dataset of po-
litical discourse on X during the 2024 U.S. election intro-
duced by Balasubramanian et al. (2024). From this, we sam-
ple 24,000 users who posted at least five times. This thresh-
old filters out the bottom 5% of users, who are often as-
sociated with low-quality or noise-prone content producers,
and aligns with standard practices for reducing volatility in
downstream modeling (Luceri et al. 2024b). A manually la-
beled subset of 2,100 users was annotated as liberal, conser-
vative, or other/NA. Labeling was conducted by trained an-
notators with political science and media studies expertise,
following standardized coding guidelines 19. Each user was
independently labeled by two raters; disagreements were ex-
cluded from the final dataset. See Appendix E for full label
distributions and inter-annotator agreement statistics.

US-2024 TikTok Dataset. We use the corresponding 2024
U.S. election dataset on TikTok from Pinto et al. (2024),
sampling 52,859 active users (≥ 5 posts). A subset of 1,758
users was manually labeled using both video descriptions
and Whisper-transcribed audio 2, following the same schema
as for the X dataset. Labeling metrics for both platforms ap-
pear in Appendix E (Table 16).
US-2024 X Results. As shown in Table 4, our method
achieves the highest Macro-F1 (0.83) and AUC (0.76) scores
across all network construction approaches, demonstrating
strong downstream performance. Traditional networks un-
derperform largely due to platform-specific signal sparsity.
For instance, only 0.003% of X posts contain URLs, and just

2https://github.com/openai/whisper



0.65% of users share them—rendering URL-based graphs
nearly empty. Repost and hashtag graphs perform similarly,
covering only 5.2% and 5.4% of users, respectively. Even
the Fused Graph struggles with limited behavioral coverage.

To isolate performance from coverage effects, we evalu-
ate each method using only the users included in its graph.
As shown in Table 20, our method remains competitive un-
der these constraints, suggesting its advantage stems from
structural quality, not just breadth. Class distributions and
coverage-adjusted subsets appear in Table 18.
US-2024 TikTok Results. As shown in Table 5, our method
again achieves the highest performance (Macro-F1: 0.83,
AUC: 0.83). Unlike the X-based evaluation, no user filtering
is needed here, as the graph covers 100% of labeled users,
likely due to the dataset design by Pinto et al. (2024), where
hashtags appear in 92.6% of video descriptions.
Sparse Data Setting: US-2024 X and TikTok Results.
We observe similar trends in the US-2024 X and TikTok
datasets as in the IO experiments: our networks require sig-
nificantly less data to reach near-optimal performance. As
shown in Table 21, our methods reach 95% of their peak
AUC with minimal user content (5-10%), consistently out-
performing alternatives in both efficiency and final perfor-
mance. Likely due to their operation on individual posts, se-
mantic similarity-based methods also exhibit relatively low
data requirements. However, consistent with our IO setting
findings, these methods plateau at lower performance levels
compared to our method.

Method Similarity Network Macro-F1 AUC
Baseline Co-Repost 0.43 ± 0.30 0.56 ± 0.22

Co-URL 0.51 ± 0.26 0.53 ± 0.05
Fast Repost 0.48 ± 0.04 0.51 ± 0.03
Hashtag Sequence 0.65 ± 0.22 0.63 ± 0.14
Text Similarity 0.39 ± 0.12 0.32 ± 0.09
k-NN Embedding Graph 0.41 ± 0.03 0.34 ± 0.11
Fused Graph 0.69 ± 0.15 0.70 ± 0.05

Ours
CANE 0.81 ± 0.01 0.73 ± 0.02
t-CANE 0.83 ± 0.01 0.76 ± 0.02

Table 4: Ideological classification on X.

Method Similarity Network Macro-F1 AUC
Baseline Hashtag Sequence 0.71 ± 0.03 0.62 ± 0.01

Text Similarity 0.38 ± 0.14 0.42 ± 0.07
k-NN Embedding Graph 0.45 ± 0.10 0.45 ± 0.08
(Partial) Fused Graph 0.71 ± 0.03 0.64 ± 0.02

Ours CANE 0.83 ± 0.02 0.83 ± 0.01
t-CANE 0.82 ± 0.02 0.83 ± 0.03

Table 5: Ideological classification on TikTok.

Cross-Platform Engagement Prediction
We introduce a novel benchmark to test whether user-user
networks can predict future topic engagement across plat-
forms. This evaluates whether structural proximity in the
graph corresponds to behavioral alignment in fragmented
media ecosystems. Formulated as a user-topic prediction
task, the model receives a graph at time t and predicts if user
u will engage with topic k in the future using only structural

features. No content-based features are used during predic-
tion, isolating the representational value of the graph.

We apply this to a dataset of U.S. election-related posts
from X and Truth Social (May–Nov 2024), clustered into
321 cross-platform narrative themes using multilingual MP-
Net embeddings and DP-means clustering. Each theme is
labeled using top TF-IDF terms. Full preprocessing details,
cluster labeling procedures, and representative narrative ex-
amples are provided in Appendix G. As in prior tasks, we
train GCNs (Zhang et al. 2019) on each graph, using binary
user-topic features to predict future engagement. We report
performance at multiple time windows using Macro-F1 and
AUC. A randomly rewired graph is included to verify that
performance reflects real structure, not model capacity.

Method Similarity Network Macro-F1 AUC
Baseline Random GCN 0.00 ± 0.00 0.56 ± 0.03

Co-URL 0.01 ± 0.00 0.43 ± 0.04
Hashtag Sequence 0.11 ± 0.04 0.48 ± 0.08
Text Similarity 0.02 ± 0.00 0.58 ± 0.05
k-NN Embedding Graph 0.02 ± 0.01 0.61 ± 0.06
(Partial) Fused Graph 0.05 ± 0.01 0.64 ± 0.06

Ours CANE 0.30 ± 0.02 0.89 ± 0.02
t-CANE 0.35 ± 0.06 0.94 ± 0.02

Table 6: Performance of similarity networks for cross-
platform narrative engagement prediction (t=7).

Results. As shown in Table 6 and corroborated across all
timesteps in Appendix Table 25, our proposed approach,
t-CANE, substantially outperforms all baseline methods.
The strongest baseline achieves a Macro-F1 score of 0.11
(Hashtag Sequence), while t-CANE reaches 0.35, more than
tripling predictive accuracy. Even using our non-temporal
model CANE, our model reached a Macro-F1 of 0.30. Simi-
larly, the highest baseline AUC is 0.64 (Fused Graph), com-
pared to 0.94 for t-CANE.

Connective Narratives: X and Truth Social
To analyze how political narratives migrated between Truth
Social and X during the 2024 U.S. Presidential election, we
use the CANE framework to construct a unified discourse
network that connects users through shared narrative en-
gagement. This representation allows us to investigate not
only whether narratives moved between platforms, but also
how, when, and through whom they traveled. Our analysis
proceeds in three stages: first, we characterize overall pat-
terns of narrative migration; second, we model the structure
of narrative flow to assess whether it follows concentrated
and repeatable routes; and third, we examine whether a small
set of users embedded across discourse communities consis-
tently enables cross-platform diffusion.

We find that narrative diffusion between X and Truth
Social followed structured and repeatable patterns. It was
shaped by asymmetries in platform roles and by repeated in-
volvement from users positioned at the boundaries of dis-
course communities. By viewing the ecosystem through
a discourse network, we are able to uncover concrete
pathways through which narratives consistently migrated,
pathways that remain invisible to interaction- or semantic



similarity-based. In the sections that follow, we use this
structural lens to characterize patterns of narrative move-
ment, identify the users who drive it, and assess the broader
architecture of the cross-platform discourse that occurred.

Cross-Platform Narrative Migration
To understand how political discourse flows across plat-
forms, we begin by modeling narratives, seeking to trace
how coherent narratives emerge, evolve, and migrate be-
tween Truth Social and X. Following prior work on narra-
tive tracking in multilingual information ecosystems (Han-
ley, Kumar, and Durumeric 2024), we define a narrative as a
collection of posts that focus on the same issue or event. This
definition treats narratives as coherent units of discourse that
evolve over time and platform, rather than as isolated posts
or terms. For example, in the context of the 2024 U.S. elec-
tion, a narrative might involve claims that mail-in ballots are
being used to rig the outcome: potentially unfolding over
multiple posts that cite anecdotal evidence, inaccurate infor-
mation, and emotionally charged appeals.

To identify narratives, we embed posts using the multilin-
gual MPNet model fine-tuned for semantic similarity and
apply DP-means clustering with a cosine distance cutoff
of 0.30 (i.e., minimum similarity of 0.70 within clusters).
Prior work in narrative tracking (Hanley, Kumar, and Du-
rumeric 2024) typically uses thresholds between 0.60 and
0.80. Given the greater linguistic variability across Truth
Social and X, we adopt a 0.65 threshold to balance seman-
tic coherence with topical specificity, minimizing the risk
of merging distinct narratives. We validate this choice via
human evaluation of 50 post pairs at various thresholds (Ta-
ble 11) and find this threshold to be comparable to bench-
marks in similar work (Hanley and Durumeric 2024).

To establish a baseline for narrative movement, we first
identify cases of simple migration: narratives that cross plat-
form boundaries, regardless of sustained dynamics. A nar-
rative is considered to originate on a platform if it appears
there at least 24 hours before surfacing on the other, filtering
out near-simultaneous mentions triggered by shared external
events. Migration is confirmed when the narrative surpasses
a minimum engagement threshold on the receiving platform:
defined as 10 posts, the 35th percentile across all narrative-
platform pairs. This ensures focus on substantive diffusion
events and follows best practices in prior coordination stud-
ies (Magelinski, Ng, and Carley 2022; Nizzoli et al. 2021).
We validate this threshold via sensitivity analysis (Table 11).

Next, to assess structured and sustained diffusion, we
identify cases of significant migration: narratives showing
statistically directional flow. We compute Transfer Entropy
(TE) to assess directional information flow. TE is a non-
linear, asymmetric measure that detects whether past activ-
ity on one platform reliably reduces uncertainty about future
activity on the other (Schreiber 2000), allowing us to move
beyond simple symmetric association to capture predictive,
time-structured diffusion dynamics. To validate directional-
ity, we perform a permutation test by randomly shuffling the
source platform’s time series 1,000 times to generate a null
TE distribution. Narratives are considered significant if their
observed TE exceeds the 95th percentile of this distribution

(p < 0.05). This procedure isolates narratives with robust,
predictive diffusion dynamics.
Results. From this process, we identify 1,552 narratives ex-
hibiting at least simple migration and 238 narratives exhibit-
ing directional, significant migration (that is, 15.3% of nar-
ratives exhibiting at least simple migration also exhibit sig-
nificant migration). We enumerate example representative
narratives along with their TE in Table 7.

At the level of simple migration, we find that Truth So-
cial plays a disproportionately large role in initiating cross-
platform diffusion. Despite accounting for just 1.7% of to-
tal post volume across migrating narratives, Truth Social is
the origin point for 18.9% of them, making its narratives
more than eleven times more likely to initiate cross platform
spread than expected by chance. These findings suggest that
Truth Social, although small in scale, may serve as an impor-
tant incubator for narratives that later gain broader traction.

Qualitatively, narratives originating on Truth Social tend
to exhibit more overt themes of fear or conspiratorial fram-
ing, often revolving around election integrity, government
control, or existential threat. This contrasts with X originat-
ing narratives, which more commonly emphasize partisan
conflict or elite criticism without the same fear-centric fram-
ing. To test this distinction systematically, we apply a model
fine-tuned on human-annotated fear speech data (Saha et al.
2023) to all posts within each migrating narrative (see Ap-
pendix H for details). Narratives seeded from Truth Social
exhibit significantly higher rates of fear-laden language than
those originating on X (p < 0.01), with a log-odds ratio of
+0.22 and a 22.5% relative increase.

Turning to significant migration, our stricter criteria yield
238 narratives exhibiting statistically significant, directional
cross-platform flow. These narratives form the empirical
foundation for the rest of our analysis. Within this set, we
again find that Truth Social plays an outsized role in shaping
subsequent activity on X. Despite contributing only 1.1% of
total post volume within these clusters, Truth Social leads
15.6% of significant migration cases, with the remainder
originating from X. representing a 14.2× overrepresenta-
tion relative to its share of total post volume (1.1%), calcu-
lated as the ratio between observed and expected initiation
rates. This suggests that Truth Social frequently functions as
an upstream source within the temporal structure of cross-
platform discourse. Overall, these results indicate that the
observed cross-platform migration is common, structurally
directional, and disproportionately seeded by Truth Social.

Discourse as Structures: Bridge Zones
To examine the structural dynamics of the narrative flow be-
tween X and Truth Social, we adopt a discourse-centered ap-
proach. Rather than treating each platform as an isolated sys-
tem, we use CANE to model a unified information ecosys-
tem, where users are linked through shared narrative partic-
ipation. To uncover its internal organization, we apply the
Louvain algorithm (Traag, Waltman, and Van Eck 2019) to
detect discourse communities: groups of users who consis-
tently engage with similar narratives over time. We then as-
sess the cross-platform composition of each community us-
ing Shannon entropy, a standard measure of distributional
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Figure 2: A conceptual illustration of cross-platform nar-
rative diffusion. While most communities are siloed within
platforms, some users form bridge zones: structural overlaps
where narrative transfer is more likely.

diversity. Here, entropy reflects how evenly users are dis-
tributed across platforms: values near 0 indicate platform
homogeneity, while values near 1 suggest a balanced mix.
Bridge Communities. We identify a single high-entropy
community (entropy = 0.72) comprising just 0.33% of users
and 2.14% of posts (visualized in Figure 5). Notably, this
community’s users do not stand out in terms of volume, but
through their distinctive position within the discourse net-
work inferred from content alignment. They span discursive
boundaries between platforms, occupying a region through
which narratives are especially likely to migrate.

We refer to this region as a bridge zone: a conceptual
area in the discourse network where users from different
platforms are densely connected through shared narrative
engagement (illustrated in Figure 2) (Mendelsohn et al.
2023). To validate that this zone reflects meaningful struc-
tural alignment rather than artifacts of duplicated accounts
across platforms, we apply a two-stage de-duplication pro-
cess across the full user set. First, we compute character-
level string similarity using the Ratcliff/Obershelp algo-
rithm (Hasugian and Padang 2023), removing 1,644 high-
similarity username pairs (0.19% of users) based on a lib-
eral threshold of 0.7. Second, to assess potential residual
duplication, we manually audit 200 randomly sampled users
from the bridge zone. For each, we searched the other plat-
form’s user interface for accounts with matching or near-
matching usernames and names where applicable. In cases
of near matches, we cross-referenced bios and profile images
to assess the likelihood of duplication. Only six users (3%)
appeared to maintain accounts on both platforms, and none
of them were retained in the final data set. This suggests that
account duplication is unlikely to explain the distinct struc-
tural role of the observed bridge zone.

Importantly, these structural dynamics only become visi-
ble when discourse is modeled as a unified, cross-platform
network. While some baseline graph construction methods
surface large or mildly cross-platform communities, none
isolate a region with such substantial platform overlap and
strong association with narrative migration. See Appendix I
for empirical comparisons.

Bridge Users. Building on the concept of bridge zones (re-
gions of structural overlap in the discourse network where

narratives migrate across platforms), we define bridge users
as members of these high-entropy, cross-platform commu-
nities. Rather than standing out by volume or engagement,
they are structurally embedded at key intersections between
Truth Social and X. Notably, their activity metrics are near
the global median (Appendix I, Table 26), suggesting their
influence stems from position, not popularity.

These 2,864 bridge users comprise just 0.33% of all users
and are responsible for only 2.14% of posts, yet they play
a disproportionately large role in cross-platform diffusion.
They serve as the first cross-platform carriers for 68% of
simple migrating narratives and 69% of significant migrat-
ing narratives: an overrepresentation of more than 200×
their population share. In addition, they are not only con-
duits, but also initiators, seeding 26% of all narratives, in-
cluding 22% of simple migrating narratives and 19% of sig-
nificant migrating narratives.

Interestingly, even within this small subgroup, influence
is highly concentrated. Just 122 bridge users account for all
earliest introductions of Truth Social-originating narratives
into X, with four users alone responsible for roughly a quar-
ter of these events. Although we claim no evidence of ex-
plicit coordination, two of these users independently pinned
an identical inflammatory image (“F*** this Government”)
nearly a year apart, pointing to convergent symbolic signal-
ing despite the absence of direct ties. These findings suggest
that bridge users occupy structurally important points in the
discourse network: locations where cross-platform narrative
movement is significantly more likely to occur.

Bridge Users and Narrative Diffusion. As shown above,
bridge users played a disproportionately large role in the
narrative flow. However, visibility alone does not explain
their significance. Structurally embedded actors who engage
early can play a decisive role in shaping how information
spreads, particularly in fragmented systems where direct ties
are sparse (Granovetter 1983; Gould and Fernandez 1989).
Engagement at the early stages of a narrative’s lifecycle re-
flects not just activity but also a form of narrative buy-in
which may determine which ideas take root and diffuse.
We therefore test whether narratives in which bridge users
appear during the earliest stages of formation (defined as
within the first 5% of participants; we validate the robust-
ness of this in Appendix I) exhibit higher downstream en-
gagement than those initiated by comparable users.

To ensure a fair comparison, each bridge user is matched
to a non-bridge user from a single-platform community us-
ing k-nearest neighbors based on z-normalized behavioral
metrics: post volume, likes, replies, and reposts. We then
evaluate engagement across likes, replies, and reposts. To
quantify the strength of the observed differences, we report
the rank-biserial correlation, which measures the probabil-
ity that a randomly selected value from one group will ex-
ceed one from the other, providing an interpretable effect
size for non-parametric comparisons. Narratives involving
early bridge user participation receive significantly more in-
teraction across all metrics (Mann–Whitney U , p < 0.01),
with large effect sizes for likes (0.60) and reposts (0.46),
and a moderate effect for replies (0.34). These results are



Narrative Theme TE (TS → X)
Criticism of Stormy Daniels’ testimony against Trump. 0.95
Discussions around Bud Light’s sales slump after boycott fallout. 0.58
Claims about FBI suppression regarding Seth Rich. 0.50
Allegations of FBI suppression of the Hunter Biden laptop story. 0.49
Posts suggesting Biden mental decline. 0.49
Valorization of El Salvador President, Nayib Bukele. 0.36
Accusations of Kamala Harris being racial “chameleon.” 0.33
Calls to “cancel” people, events, or shows. 0.31

Table 7: Representative narratives exhibiting significant di-
rectional influence from Truth Social to X, as identified via
Transfer Entropy. Themes were assigned by a human expert
based on posts and top TF-IDF terms within each narrative.

robust across a range of early engagement thresholds (see
Appendix I), and hold even when restricting to low-virality
narratives, indicating that bridge users are not simply react-
ing to already popular content.

These patterns may bolster the idea that these bridge users
partially function as early validators structurally positioned
at the seams of the discourse network. Their engagement
aligns with classic network theory, where actors such as
brokers (Gould and Fernandez 1989) and weak ties (Gra-
novetter 1983) help facilitate early information flow across
community boundaries. Rather than reflecting visibility or
volume, their engagement patterns appear to coincide with
structural embedding in positions that are more likely to be
associated with cross-platform diffusion.

Discussion and Conclusion
Political narratives during the 2024 U.S. Presidential elec-
tion did not diffuse haphazardly across X and Truth Social.
Rather, they followed structured and asymmetric paths, en-
abled by a small subset of users embedded at the intersection
of fragmented discourse communities. These bridge users,
who comprise just 0.33% of users and account for only
2.14% of posts, nonetheless served as initial cross-platform
conduits for approximately 70% of narratives that migrated
between platforms. Their centrality to cross-platform narra-
tive flow stemmed not from visibility or volume, but from
their structural embedding within a unified discourse net-
work that spanned both ecosystems. Crucially, this structure
only becomes visible when discourse is modeled directly.
While some baseline graph methods surface modest cross-
platform communities, none recover the tightly embedded
bridge zone that emerges from our discourse network. This
not only allows us to recover patterns of cross-platform dif-
fusion that remain hidden in interaction-based graphs, but
also makes our method scalable and robust in environments
where behavioral data is limited or siloed.

These results expand our understanding of influence in
fragmented media. Rather than treating platforms as silos,
our approach surfaces the connective tissue through which
narratives moved across X and Truth Social. This high-
lights the unique value of discourse-centered modeling: it
not only improves prediction but also reveals latent struc-
tures of narrative diffusion that remain hidden in traditional,
behavior- or metadata-based graphs. Moreover, this struc-
tural view aligns with classic theories in sociology and or-
ganizational science. Our notion of “bridge users” paral-

lels boundary spanners in organizational networks (Cross
and Prusak 2002) and brokers in Gould and Fernandez’s
typology (Gould and Fernandez 1989). Most directly, it
aligns with Granovetter’s theory of weak ties (Granovetter
1983), which highlights how those positioned across struc-
tural holes, rather than central figures, often drive informa-
tion flow. In our case, bridge users span platform divides,
occupying boundary positions in the discourse network that
are consistently associated with cross-platform diffusion.

As such, our contributions are both empirical and method-
ological. Empirically, we show that narrative diffusion
across X and Truth Social exhibits highly structured pat-
terns, with a small set of users consistently positioned at key
points of cross-platform narrative movement. Methodolog-
ically, we offer a content-driven, platform-agnostic frame-
work for constructing discourse networks: scalable, unsu-
pervised, and robust to missing behavioral metadata. More
broadly, we argue that understanding online discourse re-
quires shifting focus from individual platforms to the con-
nective structures that link them. Ideas flow across ecosys-
tems, and capturing this movement demands tools attuned
to the networked nature of modern communication: not
just in terms of behavior, but in the deeper discursive
alignments that sustain influence. Although prior work has
shown that cross-platform contagion is often driven by
high-attention or elite accounts (Wilson and Starbird 2020;
Ribeiro et al. 2021), few have examined the structural pat-
terns formed through shared engagement with ideas rather
than direct interaction. By representing users as distributions
over shared narratives, our framework identifies these latent
pathways and the actors who traverse them, linking frag-
mented publics through structurally embedded roles akin to
boundary spanners and brokers. This discourse-centered ap-
proach offers a scalable and theory-informed lens to model
influence in a fractured information environment.
Limitations. While our study reveals important patterns in
cross-platform narrative migration, it is not without limita-
tions. First, our analysis is limited to two platforms, X and
Truth Social, and does not capture the full complexity of the
broader information ecosystem. Second, while our seman-
tic clustering approach enables scalable narrative tracking,
it may miss highly subtle variations or instances of near-
synonymous discursive drift. Finally, although we identify
structural convergence and symbolic signaling among key
bridge users, we cannot definitively infer intentional coordi-
nation from observational data alone.
Future Work. Future research can extend this framework in
several directions. First, incorporating additional platforms
such as Telegram, TikTok, Reddit, and Gab would allow for
a more comprehensive analysis of cross-ecosystem narra-
tive flow. Second, while this study focuses on user-level dis-
course, the method is readily adaptable to other entities such
as media outlets or organizations, making it possible to trace
narrative migration across actors, genres, or communities.
Finally, integrating dynamic temporal modeling could un-
cover how bridge zones form, dissolve, and shift in response
to evolving narrative and platform-specific conditions.

Ethical Statement. This study uses publicly available



data from X and Truth Social, collected in accordance with
platform terms. Because our analysis examines patterns of
influence and discourse across platforms, all usernames are
anonymized in the released dataset, and no identifying in-
formation is shared. Our focus is on aggregate narrative dy-
namics and structural features of discourse networks, rather
than individual-level behavior. We do not make claims about
user intent or coordination. The dataset may contain offen-
sive content given the nature of political discourse, but our
analysis focuses on aggregate patterns rather than individual
behavior. Data will be released with clear documentation to
support open access and reuse for public-interest research on
political discourse, narrative diffusion, and cross-platform
communication dynamics.
Conclusion. Unlike traditional interaction-based or seman-
tic similarity-based graphs that rely on surface level overlap
or direct behavioral ties, CANE models users as distribu-
tions over shared narratives. This captures not just what they
say or how they interact, but what ideas they inhabit. It re-
frames network construction from tracing explicit signals to
uncovering the conceptual structure that underlies discourse
across fragmented ecosystems.

By modeling discourse in this way, we find that cross-
platform diffusion between X and Truth Social during the
2024 U.S. election was not only structured, but also pre-
dictable: revealing pathways that behavioral and similarity-
based methods fail to detect. These patterns point to deeper
structures that shape how narratives moved between these
fragmented communities. As political discourse continues
to fracture, identifying such structures is critical: not just for
understanding how information spreads, but for actively an-
ticipating its movement across fragmented publics.
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Paper Checklist to be included in your paper
1. For most authors...

(a) Would answering this research question advance sci-
ence without violating social contracts, such as violat-
ing privacy norms, perpetuating unfair profiling, exac-
erbating the socio-economic divide, or implying dis-
respect to societies or cultures? Our study advances
computational methods for modeling cross-platform
discourse without infringing on user privacy or rein-
forcing harmful social dynamics. We anonymize all
released data and focus on aggregate narrative struc-
tures, not individual behavior.

(b) Do your main claims in the abstract and introduc-
tion accurately reflect the paper’s contributions and
scope? We state our contributions in narrative tracking,
platform-agnostic user graph construction, and identi-
fication of bridge users.

(c) Do you clarify how the proposed methodological ap-
proach is appropriate for the claims made? Our method
is designed to detect cross-platform narrative flow
through latent discourse clusters. This aligns with the
claims about discourse structure and user roles across
platforms.

(d) Do you clarify what are possible artifacts in the
data used, given population-specific distributions? See
Limitations: We acknowledge that platform differ-
ences and linguistic variability may introduce artifacts;
also, we we apply clustering thresholds and human
validation to mitigate potential artifacts.

(e) Did you describe the limitations of your work? Yes,
see the Limitations section.

(f) Did you discuss any potential negative societal im-
pacts of your work? We caution against misinterpret-
ing structural diffusion patterns as intentional coordi-
nation. Additionally, we warn about overreliance on
structural roles.

(g) Did you discuss any potential misuse of your work?
See Ethical Statement: We note that identifying bridge
users could be misused to target or surveil individuals.
We mitigate this risk through full anonymization.

(h) Did you describe steps taken to prevent or mitigate
potential negative outcomes of the research, such as
data and model documentation, data anonymization,
responsible release, access control, and the repro-
ducibility of findings? We anonymized all data, did
not release any user-identifiable information, and doc-
umented our methodology in the appendix and supple-
mental code.

(i) Have you read the ethics review guidelines and en-
sured that your paper conforms to them?

2. Additionally, if your study involves hypotheses testing...

(a) Did you clearly state the assumptions underlying all
theoretical results? NA

(b) Have you provided justifications for all theoretical re-
sults? NA

(c) Did you discuss competing hypotheses or theories that
might challenge or complement your theoretical re-
sults? NA

(d) Have you considered alternative mechanisms or ex-
planations that might account for the same outcomes
observed in your study? See Bridge Users and Nar-
rative Diffusion: We discuss alternative explanations
such as visibility-based influence versus structural po-
sitioning.

(e) Did you address potential biases or limitations in
your theoretical framework? See Methodology: We ac-
knowledge that structure may not capture all aspects
of influence, and that clustering thresholds may miss
subtle narrative drift.

(f) Have you related your theoretical results to the existing
literature in social science? See Related Work, Discus-
sion: We connect our findings to theories of weak ties,
boundary spanning, and brokerage.

(g) Did you discuss the implications of your theoretical
results for policy, practice, or further research in the
social science domain? We discuss implications for
incorrect information tracking, platform governance,
and cross-platform content moderation.

3. Additionally, if you are including theoretical proofs...

(a) Did you state the full set of assumptions of all theoret-
ical results? NA

(b) Did you include complete proofs of all theoretical re-
sults? NA

4. Additionally, if you ran machine learning experiments...

(a) Did you include the code, data, and instructions
needed to reproduce the main experimental results
(either in the supplemental material or as a URL)?
We provide anonymized code and datasets through an
anonymized GitHub link.

(b) Did you specify all the training details (e.g., data splits,
hyperparameters, how they were chosen)? See Ap-
pendix.

(c) Did you report error bars (e.g., with respect to the ran-
dom seed after running experiments multiple times)?
We report standard deviations across runs for all eval-
uations.

(d) Did you include the total amount of compute and the
type of resources used (e.g., type of GPUs, internal
cluster, or cloud provider)? See Appendix: We include
compute details (e.g., use of FAISS with GPU sup-
port).

(e) Do you justify how the proposed evaluation is suffi-
cient and appropriate to the claims made? See Exper-
iments: Our evaluation includes multiple downstream
tasks across three real-world datasets.

(f) Do you discuss what is “the cost“ of misclassification
and fault (in)tolerance? See Ethical Statement.

5. Additionally, if you are using existing assets (e.g., code,
data, models) or curating/releasing new assets, without
compromising anonymity...



(a) If your work uses existing assets, did you cite the cre-
ators? All datasets and models are appropriately cited.

(b) Did you mention the license of the assets? See Ap-
pendix.

(c) Did you include any new assets in the supplemental
material or as a URL? An anonymized dataset and
replication code.

(d) Did you discuss whether and how consent was ob-
tained from people whose data you’re using/curating?
All data were collected from publicly available sources
in accordance with platform terms of service, and de-
rived from existing datasets released in prior research.
We use these datasets with appropriate citations.

(e) Did you discuss whether the data you are using/cu-
rating contains personally identifiable information
or offensive content? See Ethical Statement: We
anonymized all usernames and note that offensive con-
tent may be present, but is analyzed only in aggregate.

(f) If you are curating or releasing new datasets, did you
discuss how you intend to make your datasets FAIR
(see ?)? We describe plans for public access, clear doc-
umentation, and support for reuse. We include more
information in the supplemental material/link.

(g) If you are curating or releasing new datasets, did you
create a Datasheet for the Dataset (see ?)? We include
a datasheet in the supplemental material/link.

6. Additionally, if you used crowdsourcing or conducted
research with human subjects, without compromising
anonymity...

(a) Did you include the full text of instructions given to
participants and screenshots? NA

(b) Did you describe any potential participant risks, with
mentions of Institutional Review Board (IRB) ap-
provals? NA

(c) Did you include the estimated hourly wage paid to
participants and the total amount spent on participant
compensation? NA

(d) Did you discuss how data is stored, shared, and dei-
dentified? NA

Appendix A: DP-Means Details
Why Use DP-Means? We adopt DP-Means over alter-
natives like DBSCAN or agglomerative clustering for its
linear time complexity (O(nKT )), low memory overhead
(O(K)), and conceptual clarity. In contrast, DBSCAN has
worst-case complexity O(n2) and often struggles with high-
dimensional, sparse embeddings; agglomerative clustering
requires O(n2 log n) time and is impractical at our scale.
Moreover, DP-Means’ use of a single interpretable param-
eter contrasts with the more opaque controls of DBSCAN
(e.g., minimum cluster size) and agglomerative methods
(e.g., linkage criteria). Finally, DP-Means supports online
updates, making it suitable for large-scale or streaming anal-
yses. Full algorithmic details are provided in Appendix A.

DP-Means Objective. Given a set of embedded posts
X = {x1, ..., xn} where xi ∈ Rd, DP-Means minimizes
the following objective:

min
z,µ

n∑
i=1

min(
K
min
k=1

d(xi, µk), λ) (3)

where z is the cluster assignment, µk are cluster centers, and
d(·, ·) is cosine distance. A new cluster is created when no
existing cluster is within λ distance of a point.

Efficiency and Interpretability. DP-Means runs in
O(nKT ) time and O(K) space, supporting online stream-
ing. We favor it over DBSCAN (O(n2 log n)) and agglom-
erative clustering (O(n2d)) due to its speed, memory effi-
ciency, and direct interpretability via λ. Unlike opaque hy-
perparameters (e.g., ‘minPts’ in DBSCAN), λ has a direct
semantic meaning.

Appendix B: User Network Construction
Pipeline Evaluation Details

Weighting Strategy Ablation for CANE. To understand
how different edge weighting schemes affect performance,
we evaluate three variants of our CANE graph construc-
tion method on the China and Iran information operation
datasets: (1) Raw Count, where edge weights are simple co-
participation counts; (2) Softmax-Normalized, which applies
a softmax over per-user neighbors; and (3) TF-IDF-Inspired,
our proposed method which weighs user-cluster participa-
tion based on global distinctiveness.

Table 8 reports the comparative results. Across both
datasets, the TF-IDF-inspired weighting strategy consis-
tently outperforms the other two, illutrating the value of in-
corporating global cluster salience when modeling user sim-
ilarity.
Approximate Nearest Neighbor Evaluation (FAISS). To
scale our CANE graph construction, we replace brute-force
similarity comparisons with approximate nearest neighbor
search using FAISS 3. Specifically, we use the Hierarchi-
cal Navigable Small World (HNSW) index (Malkov and
Yashunin 2018), which enables sublinear retrieval while

3https://github.com/facebookresearch/faiss



Weighting Strategy China Iran
F1 AUC F1 AUC

Raw Count 0.70 ± 0.01 0.90 ± 0.01 0.80 ± 0.01 0.93 ± 0.01
Softmax-Normalized 0.54 ± 0.02 0.87 ± 0.02 0.67 ± 0.01 0.86 ± 0.00
TF-IDF-Inspired 0.72 ± 0.02 0.91 ± 0.01 0.82 ± 0.01 0.94 ± 0.00

Table 8: Performance comparison of CANE weighting
strategies on the China and Iran information operation
datasets. The TF-IDF-inspired scheme outperforms both raw
count and softmax-normalized weighting approaches.

Similarity Backend China Iran
F1 AUC F1 AUC

Brute-force 0.72 ± 0.01 0.92 ± 0.02 0.83 ± 0.01 0.94 ± 0.00
FAISS-HNSW 0.72 ± 0.02 0.91 ± 0.01 0.82 ± 0.01 0.94 ± 0.00

Table 9: Comparison of exact (brute-force) vs. approximate
(FAISS-HNSW) nearest neighbor computation in CANE.
FAISS-HNSW yields virtually identical performance while
theoretically enabling approximately ∼10× faster construc-
tion for large graphs (e.g., 77k users, k = 800, 48M edges).

maintaining high recall. This substitution accelerates user-
user similarity computation without compromising down-
stream performance.

To confirm that approximation does not degrade model
quality, we compare the original brute-force CANE con-
struction with its FAISS-based counterpart on the China and
Iran IO datasets. As shown in Table 9, performance remains
statistically indistinguishable across both campaigns, vali-
dating the use of FAISS-HNSW as a practical and scalable
alternative.
Computational and Time Complexity. We outline the
computational complexity of our framework in three key
stages: (1) post-level embedding, (2) clustering via DP-
Means, and (3) user-user network construction.

All methods, including baselines, require the full em-
bedding of N posts into d-dimensional vectors, yielding a
shared base cost of O(Nd). Our framework adds a cluster-
ing stage, using DP-Means, to form a latent topic structure
which improves network expressivity and scalability.

We compare our method against platform-agnostic base-
lines from previous works that also attempt to connect users
based on their embedded content, representing fair baselines
for content/platform-agnostic methods.

• Embedding Averaging: Each user’s messages are em-
bedded, and pairwise user similarity is computed as the
average cosine similarity between all messages authored
by each user.

• k-NN Embedding Graph: All messages are embedded
and used to construct a k-NN graph; user-user edges are
then inferred based on how many of their messages are
neighbors.

We enumerate this in Table 10.
We then use dataset statistics from our experimental set-

tings to empirically model how cluster count, user count, and

Method Embedding Clustering Graph Construction

Our Methods

CANE (FAISS) O(Nd) O(NKT ) O(U logU + Uk)

t-CANE (FAISS) O(Nd) O(NKT ) O(T · (U logU + Uk))

Baselines

Embedding Averaging O(Nd) — O(U2d)

k-NN Embedding Graph O(Nd) — O(N logN + kN)

Table 10: Breakdown of computational costs for different network
construction methods. All methods require embedding N posts into
d-dimensional space. CANE and t-CANE include clustering via
DP-Means (K clusters), and use approximate user-user graph con-
struction via FAISS. Baseline methods compute similarity at the
post or user level without intermediate clustering. Notation: N -
posts, U - users, d - embedding dim, K - clusters, T - time bins, k
- neighbors.

post volume scale in real-world cases. Based on these trends,
we plot the estimated time complexity of each method in
Figure 3. While both of our methods are slightly less ef-
ficient than the k-NN Embedding Graph baseline, they are
significantly more efficient than the Embedding Averaging
approach. As shown in subsequent experiments, we find this
minor efficiency tradeoff acceptable given the substantial
gains in performance and network expressivity achieved by
our methods.
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Figure 3: Comparison of computational complexity across network
construction methods using empirically-informed scaling trends.
CANE and t-CANE scale more efficiently with users due to FAISS
and clustering, while baselines exhibit steep cost increases tied to
post or user volume.

Setting λ: Cosine Similarity Cutoff. To determine an ap-
propriate cosine similarity threshold for clustering narra-
tives, we conduct a human evaluation of semantic similar-
ity across five thresholds. For each threshold (e.g., 0.60), we
sample 50 random paragraph pairs whose cosine similarities
fall within a narrow window (e.g., between 0.59 and 0.61).



Threshold Human Agreement

0.60 74%
0.65 86%
0.70 90%
0.75 94%
0.80 98%

Table 11: Human evaluation accuracy for narrative cluster-
ing at different cosine similarity thresholds.

These pairs are annotated by an expert to assess whether they
refer to the same underlying topic. The evaluation is con-
ducted exclusively in English, the dominant language in our
dataset. Following the protocol outlined in prior work (Han-
ley and Durumeric 2024), we compute human agreement as
the proportion of pairs correctly identified as referring to the
same or different topics. Table 11 reports human agreement
with model similarity scores across thresholds, providing an
empirical basis for selecting a clustering cutoff.

We adopt a threshold of 0.70 as it offers a strong bal-
ance between semantic precision and narrative coverage. As
shown in Table 11, human agreement increases sharply be-
tween 0.60 and 0.65, indicating that the model’s similar-
ity scores begin to meaningfully capture topic-level coher-
ence at this point. While stricter thresholds such as 0.75
and 0.80 yield marginally higher agreement, they risk over-
segmenting the narrative space by excluding topically re-
lated posts that fall just below the cutoff.
Clustering Parameter Choice. To evaluate the sensitivity
of our clustering threshold λ, we conduct a human annota-
tion task across multiple cosine similarity cutoffs. At each
threshold, we sample 50 random pairs of posts from differ-
ent clusters and ask annotators to judge whether they express
semantically similar narratives. We report the percentage of
agreement with the clustering decision as a proxy for seman-
tic coherence at that threshold. Results in Table 11 show how
human-labeled accuracy varies across similarity cutoffs.

Appendix C: CANE Temporal Extension
(t-CANE) and Edge Update Equations

Edge Update Rule. At each time step t, we compute sim-
ilarity scores stuv from user vectors and update edges as:

etuv =

{
α · s̃tuv + (1− α) · et−1

uv , if stuv is defined
(1− β) · et−1

uv , otherwise
(4)

Here, α ∈ [0, 1] controls how strongly new similarities
influence edge weights, while β ∈ [0, 1] controls the rate
at which inactive edges decay. This rewards users who con-
sistently co-engage with similar clusters across timesteps,
allowing their edge to strengthen over time, while transient
alignments naturally diminish.
Hyperparameter Settings. We set default values of α =
0.8 and β = 0.2, based on downstream validation for infor-
mation operation detection via grid a targeted grid search.
We show example values and corresponding Macro-F1 and

AUC in Table 12. While these settings generalize well across
tasks, we leave more exhaustive hyperparameter optimiza-
tion to future work.

Component Contribution and Ablation. To understand
the contribution of each mechanism in t-CANE, we ablate
the model’s core components. Specifically, we evaluate per-
formance when removing temporal memory (α = 0) and de-
cay weighting (β = 0), while keeping other elements fixed.
We also compare against simpler aggregation baselines, in-
cluding unweighted similarity summation and naive averag-
ing over time.

As shown in Table 13, the full model outperforms ablated
variants and baselines, underscoring the importance of both
memory integration and decay control. Averaging performs
reasonably but lacks the capacity to distinguish stable align-
ment from noise.

Appendix D: Information Operations Results

Dataset Composition. We evaluate on Twitter’s publicly re-
leased Information Operations archive (Seckin et al. 2024),
using labeled campaigns attributed to China and Iran. Each
dataset includes state-backed IO driver accounts and a large
set of matched organic control users. Table 14 summarizes
the number of accounts and total posts per group.

Network Construction Details. Following Luceri et al.
(2024a), we generate user-user similarity graphs for each
network construction method. For our methods, CANE and
t-CANE, we compute participation profiles over clustered
topics and connect users based on cosine similarity. Tempo-
ral variants further aggregate user behavior over time win-
dows.

Evaluation Setup. Each graph is embedded using
node2vec (Grover and Leskovec 2016), and a random for-
est classifier is trained to predict whether a user is part of
the IO campaign. Models are evaluated using 5-fold cross-
validation, with Macro-F1 and AUC reported. Full results
are shown in Tables 2 and 3.

Sparse Data Robustness. To evaluate data efficiency, we
simulate limited post availability by sampling n% of each
user’s content in 5% increments. At each step, we measure
when a method reaches 95% of its best AUC. Table 15 re-
ports these thresholds, demonstrating that CANE t-CANE
achieves strong performance with minimal data.

Interpreting Peak AUC Thresholds. Figure 4 visualizes
the proportion of peak AUC achieved as a function of avail-
able training data. Each method’s curve is truncated at the
earliest point where 95% of its maximum AUC is reached.
This threshold balances interpretability and robustness: the
trendlines shows smooth monotonic increases, and most
methods saturate well before full data availability. For in-
stance, both CANE and t-CANE reach 95% of peak perfor-
mance with just 5% of user data. These saturation points
validate the 95% threshold as a conservative but effective
marker of data efficiency.



Configuration ROC-AUC Precision Recall F1

α = 0.2, β = 0.0 0.98 ± 0.00 1.00 ± 0.00 0.74 ± 0.02 0.82 ± 0.02
α = 0.2, β = 0.05 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.83 ± 0.01
α = 0.2, β = 0.1 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.02 0.81 ± 0.02
α = 0.2, β = 0.15 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.01 0.81 ± 0.01
α = 0.2, β = 0.2 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.02 0.82 ± 0.02
α = 0.3, β = 0.0 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.82 ± 0.01
α = 0.3, β = 0.05 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.02 0.82 ± 0.02
α = 0.3, β = 0.1 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.82 ± 0.01
α = 0.3, β = 0.15 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.82 ± 0.01
α = 0.3, β = 0.2 0.98 ± 0.00 1.00 ± 0.00 0.74 ± 0.01 0.82 ± 0.01
α = 0.4, β = 0.0 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.82 ± 0.01
α = 0.4, β = 0.05 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.83 ± 0.01
α = 0.4, β = 0.1 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.02 0.82 ± 0.02
α = 0.4, β = 0.15 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.82 ± 0.01
α = 0.4, β = 0.2 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.02 0.83 ± 0.01

α = 0.5, β = 0.05 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.02 0.82 ± 0.02
α = 0.5, β = 0.1 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.01 0.81 ± 0.01
α = 0.6, β = 0.05 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.02 0.81 ± 0.01
α = 0.6, β = 0.1 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.01 0.82 ± 0.01
α = 0.7, β = 0.05 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.02 0.82 ± 0.02
α = 0.7, β = 0.1 0.97 ± 0.01 1.00 ± 0.00 0.73 ± 0.02 0.81 ± 0.02
α = 0.7, β = 0.2 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.02 0.83 ± 0.02
α = 0.8, β = 0.05 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.02 0.82 ± 0.02
α = 0.8, β = 0.1 0.98 ± 0.01 1.00 ± 0.00 0.74 ± 0.02 0.82 ± 0.02
α = 0.8, β = 0.15 0.98 ± 0.00 1.00 ± 0.00 0.73 ± 0.02 0.82 ± 0.01
α = 0.8, β = 0.2 0.98 ± 0.01 1.00 ± 0.00 0.75 ± 0.01 0.83 ± 0.01

Table 12: Expanded grid search results on the China Information Operations detection task. All metrics are macro-averaged and
reported as mean ± standard deviation across cross-validation folds.

Appendix E: Annotation Statistics for
Ideological Mapping

Initial Annotation and Agreement. Table 16 presents the
initial ideological annotations of users from X and TikTok.
Each user was labeled as Liberal, Conservative, or Oth-
er/NA.Inter annotator agreement, measured by Cohen’s κ,
was high across both platforms, with values of 0.84 for X
and 0.87 for TikTok, indicating strong reliability.
Filtered High-Confidence Labels. For downstream model-
ing, we retain only users where both annotators agreed. Ta-
ble 17 shows the final label distributions after filtering. This
filtered set serves as the basis for all supervised experiments
and classification tasks.
Controlled Evaluation for Network Comparison. In Sec-
tion Ideological Mapping on X and TikTok, we compare net-
work construction methods by training classifiers to predict
user ideology from node embeddings. However, raw com-
parisons are complicated by differing graph coverage (e.g.,
co-URL and co-Repost) graphs include only small subsets
of users due to sparse signals on X.

To isolate model performance from coverage effects, we

conduct a controlled evaluation using only the users in-
cluded in each graph’s subgraph. Table 18 reports the num-
ber of Liberal, Conservative, and Other/NA users in each
graph’s subset. For classification experiments, we exclude
Other/NA users and balance the liberal and conservative
classes to prevent skewed results.

Appendix F: Ideological Mapping Results
Testing Procedure for Ideological Mapping. We frame the
ideology classification task as a purely network-based pre-
diction problem, using only the structure of user-user graphs
to predict ideological leaning. While recent studies often
combine network and content-based signals (Jiang, Ren, and
Ferrara 2023), we deliberately exclude all text features to
isolate the structural contribution of different graph con-
struction methods.

We evaluate our approach on annotated data from X and
TikTok, as shown in Section . The underlying label distri-
butions are summarized in Appendix E (Tables 16 through
17). For model training, we focus only on users labeled as
Liberal or Conservative, discarding all Other/NA labels. To
ensure that results are not driven by class imbalance, we



Model Variant ROC-AUC Precision Recall F1

Full t-CANE 0.98 ± 0.01 1.00 ± 0.00 0.75 ± 0.01 0.83 ± 0.01

w/o Memory (α=0) 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
w/o Decay (β=0) 0.98 ± 0.01 1.00 ± 0.00 0.73 ± 0.02 0.81 ± 0.02
No Memory or Decay (Average Similarity) 0.96 ± 0.01 1.00 ± 0.00 0.72 ± 0.02 0.79 ± 0.02
No Memory or Decay (Naive Aggregation) 0.97 ± 0.00 0.99 ± 0.00 0.71 ± 0.02 0.80 ± 0.01

Table 13: Ablation study on key components of t-CANE based on results from the China Information Operations detection
task. All metrics are macro-averaged. The full model incorporates temporal memory (α) and decay smoothing (β). Removing
memory (α=0) leads to a collapse in performance, as user similarity cannot meaningfully propagate across time. The final two
rows reflect ablations of both components, where user similarity is computed independently at each timestep and aggregated
via averaging or summation.

Country IO Drivers [Posts] Control Users [Posts]

China 5,191 [13.8M] 76,286 [3.5M]
Iran 209 [9.9M] 16,885 [2.5M]

Table 14: IO datasets used in this study. For each campaign,
we report the number of state-backed accounts (IO drivers)
and control users, along with post volumes.

Category Method China Iran

Baseline

Co-Repost 15% 20%
Co-URL 20% 25%
Fast Repost 20% 20%
Hashtag Sequence 80% 60%
Text Similarity 5% 10%
k-NN Embedding Graph 10% 5%
Fused Graph 15% 30%

Ours CANE 5% 10%
t-CANE 5% 5%

Table 15: Percentage of training data required to reach 95%
of peak AUC for each method on the China and Iran IO cam-
paigns. Lower values reflect higher data efficiency.

undersample the majority class within each graph subset to
achieve balanced training sets.

We compare our method against several traditional and
hybrid network construction baselines: Co-Repost, Co-
URL, Fast Repost, Hashtag Sequence, Text Similarity, the
k-NN Embedding Graph, and a Fused Graph combining
available signals. Due to metadata constraints, the TikTok
dataset includes only Hashtag Sequence, Text Similarity
(from video descriptions), k-NN Embedding Graph, and a
partial Fused Graph constructed from these sources.

To evaluate classification performance, we train three
types of graph-based models on each network: (1) Graph At-
tention Networks (GAT) (Veličković et al. 2017), (2) Graph
Convolutional Networks (GCN) (Zhang et al. 2019), and (3)
node2vec (Grover and Leskovec 2016) embeddings com-
bined with a feedforward neural network (NN) classifier. We
initially tested node2vec with a random forest (RF) classi-
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Figure 4: Proportion of peak AUC achieved as a function of
training data percentage. Each curve is truncated at the first
point where the method reaches 95% or more of its peak
performance, illustrating the data required to achieve near-
optimal results.

fier as well, but found it consistently underperformed and
therefore excluded it from subsequent comparisons. Over-
all, performance across GAT, GCN, and node2vec+NN was
broadly comparable; for consistency and ease of interpreta-
tion, we report main results using node2vec+NN.

All models are trained using 5-fold cross-validation and
evaluated on held-out validation sets using Macro-F1 and
AUC. Statistical comparisons between models are con-
ducted using unpaired t-tests on the fold-level results. Per-
formance results (mean and standard deviation) are reported
in Table 4. Full model hyperparameters and training code
are available in our public repository.
Annotation Guidelines. Table 19 reproduces the full label-
ing instructions shown to annotators for the ideology classi-
fication task. These were presented in advance of annotation
and were standardized across annotators.
Controlled Evaluation Across Network Types. To isolate



Label X TikTok
Count (%) Cohen’s κ Count (%) Cohen’s κ

Liberal 503 (24%) 0.86 408 (23%) 0.88
Conservative 1,161 (55%) 0.88 681 (39%) 0.89
Other / NA 436 (21%) 0.79 670 (38%) 0.85

Total / Avg 2,100 0.84 1,759 0.87

Table 16: Initial annotation statistics for X and TikTok users.
Counts and inter-annotator agreement are shown by label.

Label X TikTok
Count % Count %

Liberal 433 22.8% 359 22.2%
Conservative 1,057 55.6% 620 38.4%
Other / NA 410 21.6% 636 39.4%

Total 1,900 100% 1,615 100%

Table 17: Final label distributions after removing all users
with annotator disagreement. Only users with consensus la-
bels are retained.

the effect of graph structure from node coverage, we rerun
our ideological classification experiments using only the in-
tersection of users shared across all graph types. This con-
trolled setup allows us to evaluate structural quality indepen-
dent of user inclusion, ensuring a fair comparison. As shown
in Table 20, our method performs on par with or better than
established graphs, validating that performance gains are not
simply a result of broader user coverage.

Data Efficiency Analysis. To evaluate how robust each
method is under limited data conditions, we progressively
subsample user posts and measure the minimum percent-
age of data needed to reach 95% of each method’s peak
AUC. Table 21 summarizes these thresholds for both X and
TikTok. Our methods consistently achieve near-optimal per-
formance with substantially less data, demonstrating strong
data efficiency and robustness to real-world sparsity.

Appendix G: Cross-Platform Engagement
Prediction Task

Narrative Identification. Narratives are identified via mul-
tilingual MPNet embeddings fine-tuned for semantic sim-
ilarity, followed by DP-means clustering with a cosine
distance threshold of 0.35. This threshold was validated
through manual evaluation for coherence and specificity.
Each cluster was assigned a topic label via top TF-IDF
terms. To prevent circularity, narrative text was excluded
from graph features.

Dataset Summary. Table 22 provides summary statistics for
the full set of narrative themes evaluated in the engagement
prediction task. We report the number of users and posts as-
sociated with each theme, as well as platform composition
and distributional metrics. This context helps characterize
the underlying structure and balance of the prediction space

Similarity Network Liberal Conservative Other / NA
Co-Repost 182 428 220
Co-URL 160 269 109
Fast Repost 270 161 72
Hashtag Sequence 331 421 108
Fused Graph 681 483 217

Table 18: Label distribution in each similarity network’s test
subset. Controlled evaluation (Section §) uses only users
with Liberal or Conservative labels in each subset.

Table 19: Annotation Instructions Presented to Annotators

Guidelines
You will be assigned a list of 150 users. For each user,
you will be shown a sample of five posts. Based on these
posts, assign one of the following ideological labels to the
user: Liberal, Conservative, or Other/NA.
These posts are drawn from a dataset of political dis-
course related to the 2024 U.S. Presidential Election on X
(formerly Twitter). In many cases, a user’s political lean-
ing will be evident through partisan language, endorse-
ments, or other clear cues. However, if a user’s stance is
unclear, ambiguous, or unrelated to politics, label them
as Other/NA.
We acknowledge that this labeling framework is inher-
ently limited. The liberal/conservative binary does not
capture political ideology’s full complexity. Given the
constraints of the task, however, please do your best to
assign the most appropriate label based on available evi-
dence.

across X and Truth Social.

Representative Narrative Themes. Table 23 presents a
sample of narrative themes with substantial activity across
both platforms. These examples illustrate the mix of
episodic and persistent content our model handles: ranging
from emergent protest events to recurring partisan issues.
Platform distribution is also shown to highlight asymmetries
in narrative engagement.

Model Architecture and Training Setup. Table 24 out-
lines the architecture and training parameters used in our
engagement prediction model. We adopt a two-layer Graph
Convolutional Network (GCN) with binary input features
capturing user-topic interaction histories. Evaluation relies
on Micro-F1, AUC, and accuracy, with thresholds selected
via validation sweep. A randomly rewired GCN serves as a
structural baseline.

We use a two-layer Graph Convolutional Network
(GCN) (Zhang et al. 2019) to predict future engagement
with trending topics. Each user is represented by a binary
feature vector indicating past engagement with a consistent
set of clusters, and edges reflect user similarity based on the
selected network (e.g., Co-URL, Fused Graph).

We initially tested multiple architectures, including Graph
Attention Networks (GAT), but observed no meaningful per-



Method Similarity Network F1 AUC
Baseline Co-Repost 0.82 ± 0.02 0.68 ± 0.05
CANE Co-Repost 0.79 ± 0.04 0.70 ± 0.09
t-CANE Co-Repost 0.86 ± 0.02 0.83 ± 0.03
Baseline Co-URL 0.77 ± 0.01 0.54 ± 0.03
CANE Co-URL 0.78 ± 0.04 0.72 ± 0.05
t-CANE Co-URL 0.82 ± 0.02 0.79 ± 0.05
Baseline Fast Repost 0.88 ± 0.02 0.81 ± 0.05
CANE Fast Repost 0.83 ± 0.02 0.77 ± 0.04
t-CANE Fast Repost 0.89 ± 0.03 0.87 ± 0.02
Baseline Hashtag Sequence 0.81 ± 0.02 0.83 ± 0.03
CANE Hashtag Sequence 0.77 ± 0.04 0.78 ± 0.05
t-CANE Hashtag Sequence 0.83 ± 0.02 0.84 ± 0.03
Baseline Fused Graph 0.86 ± 0.01 0.84 ± 0.02
CANE Fused Graph 0.77 ± 0.04 0.78 ± 0.05
t-CANE Fused Graph 0.83 ± 0.02 0.84 ± 0.03

Table 20: Controlled evaluation of ideological classification
performance on X, using only the subset of users present in
each similarity network’s graph. This setup isolates struc-
tural quality by holding user coverage constant across meth-
ods. Under these conditions, our method performs compara-
bly to established approaches like Repost and Fused Graphs,
indicating that it offers similar structural effectiveness while
providing broader user coverage. We omit Text Similarity
and k-NN Embedding Graph methods from this comparison,
as they naturally include the same users as our approach and
require no such control.

formance gains over GCN. For clarity and reproducibility,
we report final results using GCN.

We train the model using binary cross-entropy loss with
dynamic class weighting to address label imbalance, opti-
mizing over 100 epochs using the Adam optimizer. Evalua-
tion is conducted every 5 epochs, with micro-F1 optimized
via threshold sweeping on the validation set. To contextual-
ize performance, we include, as a baseline, a randomly ini-
tialized GCN trained on a degree-preserving rewiring of the
graph. Performance metrics (F1, AUC, and accuracy) are re-
ported as the mean and standard deviation across snapshots.

Engagement Prediction Across Time Windows. Table 25
presents the performance of different similarity networks in
predicting future user engagement with specific narratives
across four time horizons: 3, 5, 7, and 14 days. Performance
is measured using F1 and AUC.

Appendix H: Fear Speech Detection and
Examples

Definition of Fear Speech. Following Saha et al. (2023),
we define fear speech as language that expresses apprehen-
sion or alarm about a group, portraying it as a threat to the
in-group’s safety, values, or way of life. Unlike hate speech,
which tends to be overtly derogatory or dehumanizing, fear
speech is often framed as reasoned or cautionary discourse,
designed to evoke anxiety or urgency. It may implicitly jus-

Category Method X TikTok

Baseline

Co-Repost 15% –
Co-URL 20% –
Fast Repost 20% –
Hashtag Sequence 80% 60%
Text Similarity 5% 10%
k-NN Embedding Graph 10% 5%
Fused Graph 15% 30%

Ours CANE 5% 10%
t-CANE 5% 5%

Table 21: Percentage of training data required to reach
95% of peak AUC for each method on the X and TikTok
datasets. Lower values indicate faster convergence toward
near-optimal performance.

Metric Value

Total Narrative Themes 321
Total Posts 374,148
Total Users 261,398
Median Posts per Theme 154
Median Users per Theme 116
Mean X Post % 72.3
Mean Truth Social Post % 27.7
Median X User Count 89
Median Truth Social User Count 15

Table 22: Summary statistics for all tested narrative themes.

tify exclusionary or punitive responses while maintaining a
rhetorically restrained tone (Gerard et al. 2024).
Examples From the Dataset.

“Besides, they [immigrants] don’t believe our laws apply to
them even when they come here. They’re already practicing
p***philia in their enclaves.”

“Keep this one going, help the ones still blinded by commu-
nist regime. The media while Venezuelan gangs torture, kill
citizens in 5 states! Biden/Kamala open borders—no one
saw this on CNN, etc. Corrupt media. This was in Merit
Street News!”

Fear Speech Detection Model. We follow the training setup
and hyperparameter choices from Saha et al. (2023), fine-
tuning a RoBERTa-based classifier 4 on their annotated
dataset of over 22,000 social media posts labeled as hate,
fear, or benign. The model is trained to identify group-
directed alarmist rhetoric: e.g., language invoking cultural
threat, physical danger, or national decline. Saha et al.
(2023) report a macro-F1 of 0.62 for their model on this task;
our implementation yields comparable performance.

Each post in our dataset receives a continuous score be-
tween 0 and 1 indicating the likelihood of expressing fear
speech. For our main analysis, we define fear speech as
any post with a model score exceeding 0.75. This thresh-
old, slightly more conservative than the default 0.5, priori-
tizes precision over recall to reduce false positives and en-

4https://huggingface.co/FacebookAI/xlm-roberta-large



Narrative Theme Posts Users X (%) TS (%) X Users TS Users

Columbia University and Protest Suppression 688 382 60.9 39.1 325 57
Promotion of Conservative Media 518 271 50.0 50.0 243 29
FBI Investigations and Federal Overreach 302 199 57.0 43.0 162 37
Chemical Leaks and Environmental Disasters 289 154 55.7 44.3 125 29
Condemnation of Pro-Palestinian Protest Tactics 329 140 50.5 49.5 102 39
Mar-a-Lago Probe and GOP Investigations 247 159 56.3 43.7 123 38
Domestic Shootings and Public Safety 239 118 43.1 56.9 85 33
Nuclear Energy Conspiracy Theories 89 73 61.8 38.2 51 22
Criticism of Jan 6 Committee Chair 87 68 60.9 39.1 52 18
Global Unrest and War Escalations 81 57 49.4 50.6 36 21
Comparing Jan 6 and Tiananmen Square 66 47 57.6 42.4 33 14
Transgender Policy Debate 53 42 52.8 47.2 27 15

Table 23: Examples of narrative themes with presence on both X and Truth Social (TS), shown to illustrate our inclusion of both
emerging events and broader, persistent discourse. Narrative themes were manually assigned by a human annotator based on the
five posts closest to each narrative cluster centroid and the top TF-IDF terms. Full metadata is available in the accompanying
repository.

Setting Value

Model Type 2-layer Graph Convolutional Network (GCN)
Hidden Dimension 64
Input Features Prior engagement (binary per topic)
Output Future engagement (binary per topic)
Loss Function Binary Cross-Entropy with class weights
Optimizer Adam
Learning Rate 0.01
Epochs 100
Evaluation Metrics Micro-F1, AUC, Accuracy
Baselines Random GCN
Threshold Selection F1-optimized sweep (0.05–0.95)

Table 24: GCN architecture and training settings for future
engagement prediction.

sure that identified posts reflect clearer expressions of fear-
laden rhetoric. We verify that the same trend holds even un-
der stricter criteria (up to thresholds of 0.95) and find that
platform-origin differences persist. For example, when ap-
plying a stricter 0.9 cutoff, Truth Social-seeded narratives
still exhibit a +0.23 log-odds ratio and a 23.5% relative in-
crease in fear-laden content compared to those originating
from X (p < 0.01).

Appendix I: Bridge Users
Bridge Zone Visualization. Figure 5 displays the bridge
zone as an extracted subgraph from the full discourse net-
work. Node positions are determined using a force-directed
layout computed in Gephi 5 with the Force Atlas 2 algo-
rithm. Each node is colored by platform (Truth Social in red,
X in blue) and sized by degree. This view isolates a struc-
turally integrated region where users from both platforms
are densely connected, reflecting cross-platform alignment
within the discourse network. We visualize node size using
degree to highlight structural embeddedness: an indicator of
how centrally users are positioned within the network topol-

5https://gephi.org/

ogy.
Bridge User Activity Characteristics. Table 26 reports
median engagement metrics and within-platform percentile
ranks for this subset. Given substantial differences in en-
gagement norms and distributional skew between X and
Truth Social, we use rank-based percentiles computed
within each platform and then aggregate across them. We
use rank-based percentiles to capture users’ relative posi-
tion in a way that is robust to outliers and platform-specific
scale (because engagement distributions vary widely across
platforms like X and Truth Social, and are often heavy-
tailed, raw comparisons or z-scores can be misleading). No-
tably, bridge users are not uniformly high-volume or high-
engagement accounts. Their engagement levels consistently
hover near the platform medians, reinforcing that their in-
fluence stems not from visibility but from their structural
positioning across fragmented discourse communities.

Notably, bridge users are not uniformly high-volume or
high-engagement accounts. Their engagement levels (likes,
replies, and reposts) consistently fall near the platform-level
medians, with percentile ranks between the 47th and 58th
percentiles. These results reinforce the idea that bridge users
are not defined by activity level but by structural embedded-
ness: they serve as connectors across fragmented platform
communities rather than high-visibility influencers.
Robustness Check on Low-Prominence Narratives. Al-
though our matched schema likely already accounts for dif-
ferences in engagement with viral or high-visibility content
(confirmed via Mann–Whitney U tests), we further restrict
our analysis to test the robustness of this pattern. Specifi-
cally, we isolate a stricter subset of low-prominence narra-
tives that, within the first 24 hours, attract no more than five
users, span at most two communities, and appear on only
one platform. In other words, narratives that exhibit mini-
mal early signs of virality.

Even within this conservative subset, we observe large
and statistically significant engagement differences. Clusters
seeded early by bridge users receive substantially more likes
(p < 0.001, rank-biserial = 0.503), replies (p < 0.001,



Time (days) Method F1 AUC

t = 3

Random GCN 0.00 ± 0.00 0.00 ± 0.00
Co-URL 0.00 ± 0.00 0.00 ± 0.00
Hashtag Sequence 0.05 ± 0.01 0.42 ± 0.06
Text Similarity 0.01 ± 0.00 0.49 ± 0.04
k-NN Embedding Graph 0.01 ± 0.01 0.52 ± 0.05
(Partial) Fused Graph 0.03 ± 0.01 0.55 ± 0.05
CANE 0.29 ± 0.02 0.86 ± 0.03
t-CANE 0.34 ± 0.02 0.88 ± 0.03

t = 5

Random GCN 0.00 ± 0.00 0.00 ± 0.00
Co-URL 0.00 ± 0.00 0.00 ± 0.00
Hashtag Sequence 0.08 ± 0.02 0.45 ± 0.07
Text Similarity 0.02 ± 0.01 0.53 ± 0.05
k-NN Embedding Graph 0.02 ± 0.01 0.57 ± 0.06
(Partial) Fused Graph 0.04 ± 0.01 0.60 ± 0.06
CANE 0.30 ± 0.02 0.87 ± 0.03
t-CANE 0.34 ± 0.02 0.88 ± 0.03

t = 7

Random GCN 0.00 ± 0.00 0.56 ± 0.03
Co-URL 0.01 ± 0.00 0.43 ± 0.04
Hashtag Sequence 0.11 ± 0.04 0.48 ± 0.08
Text Similarity 0.02 ± 0.00 0.58 ± 0.05
k-NN Embedding Graph 0.02 ± 0.01 0.61 ± 0.06
(Partial) Fused Graph 0.05 ± 0.01 0.64 ± 0.06
CANE 0.30 ± 0.02 0.89 ± 0.02
t-CANE 0.35 ± 0.06 0.94 ± 0.02

t = 14

Random GCN 0.00 ± 0.00 0.00 ± 0.00
Co-URL 0.00 ± 0.00 0.00 ± 0.00
Hashtag Sequence 0.06 ± 0.01 0.40 ± 0.06
Text Similarity 0.01 ± 0.00 0.47 ± 0.05
k-NN Embedding Graph 0.01 ± 0.01 0.51 ± 0.05
(Partial) Fused Graph 0.02 ± 0.01 0.53 ± 0.05
CANE 0.29 ± 0.02 0.86 ± 0.03
t-CANE 0.34 ± 0.02 0.88 ± 0.03

Table 25: Performance of similarity networks for cross-
platform narrative engagement prediction across time win-
dows. Values reflect mean F1 and AUC (± standard devi-
ation) across validation folds. t-CANE consistently outper-
forms all baselines.

r = 0.432), and reposts (p < 0.001, r = 0.373). These
results confirm that bridge users are not simply interacting
with content already trending toward virality. Rather, they
are consistently associated with elevated engagement even
when narratives begin with minimal visibility, suggesting
that their influence operates independently of early popular-
ity signals.

Robustness Checks on Early Seeding Thresholds. To as-
sess whether our findings regarding the impact of bridge
users on engagement are sensitive to threshold selection,
we replicate our main analysis across a range of early-
seeding definitions. Specifically, we vary the user participa-
tion threshold from 5% to 30% (in increments of 5%), while
keeping the 24-hour temporal window fixed.

Across all thresholds, clusters seeded by bridge users con-
sistently receive more likes, replies, and reposts than those
seeded by matched non-bridge users. Effect sizes remain sta-
tistically significant and moderately large throughout, with
rank-biserial correlations ranging from 0.27 to 0.60 for likes,

Figure 5: Visualization of the discourse network colored
by platform (blue: X, red: Truth Social), with node size
scaled by degree. This layout reveals a structurally em-
bedded bridge zone: a dense, mixed-platform region near
the center where users from both platforms are highly in-
terconnected. These users serve as key conduits for nar-
rative migration across fragmented media environments.
The concentration of red nodes within the blue-majority
core illustrates cross-platform entanglement not evident in
interaction-based graphs.

0.32 to 0.43 for replies, and 0.27 to 0.46 for reposts. These
results demonstrate that our engagement-based findings are
not an artifact of a particular threshold choice. Rather, they
underscore the robustness of bridge users’ outsized role in
driving interaction, even under conservative definitions of
early seeding.
Baseline Graph Evaluation. To assess whether other graph
construction methods can uncover the same cross-platform
alignment surfaced by our discourse-based approach, we
construct several alternative user-user graphs: co-hashtag,
co-URL, fused lexical similarity, and sentence-level embed-
ding kNN graphs. Each graph is subjected to Louvain com-
munity detection, followed by platform entropy and narra-
tive migration analysis.

Table 27 compares the proportion of users and posts iden-
tified as bridge users, along with the percentage of simple
migrating narratives they introduced across platforms (we
note that the trend remains the same when limited to signif-
icant migrating narratives):
Our method identifies 67.7% of cross-platform narrative in-
troductions using only 0.33% of users: over 21× more ef-
ficient than the best-performing baseline (Fused Graph),
which captures just 27.0% using 2.68% of users. Measured
as the ratio of narratives introduced to users involved, our
model achieves an efficiency score of 205, far exceeding all



Metric Median Bridge Percentile (Platform-Normalized)

Total Posts 14.00 58.49%
Reply Count 0.16 47.06%
Like Count 0.58 53.26%
Repost Count 0.02 55.19%

Table 26: Median engagement metrics and corresponding
platform-normalized percentile ranks for bridge users. Per-
centiles are calculated within each platform and then aver-
aged.

Graph Type % Users % Posts % Narratives Introduced

Co-URL 0.00% 0.00% 0.00%
Hashtag Sequence 0.04% 0.37% 4.21%
Text Similarity 1.42% 2.21% 15.70%
kNN Embedding Graph 1.73% 2.41% 25.90%
Fused Graph 2.68% 3.19% 27.00%

Ours (Discourse) 0.33% 2.14% 67.72%

Table 27: Comparison of bridge user detection and narrative
introduction across graph construction methods.

other methods. Notably, the Hashtag Sequence graph per-
forms poorly despite benefiting from feature leakage: hash-
tags were partially baked into the upstream data collection
process by Balasubramanian et al. (2024) and (Shah et al.
2024). Both it and the co-URL graph fail to surface mean-
ingful cross-platform bridges.

These findings underscore the distinctiveness of our
bridge community and validate our clustering strategy,
which surfaces discourse-level alignments rather than rely-
ing on shallow behavioral or lexical overlap. Our method re-
veals structurally coherent zones of narrative migration that
remain invisible to traditional similarity-based approaches.
Bridge User Role in Cross-Platfrom Narrative Introduc-
tion. To better understand the temporal role bridge users
play in narrative diffusion, Table 28 reports the proportion
of clusters for which a bridge user appeared within the first
n posts on the receiving platform, across different cluster
types. For example, among significant migrating clusters (as
identified by Pearson correlation), bridge users were the first
to introduce the narrative 69.3% of the time and were among
the first three posters in 79.4% of cases. These results sug-
gest that bridge users are not simply eventual adopters, but
consistent early initiators.

Cluster Type Top 1 Top 2 Top 3 Top 4 Top 5

Significant Migration 69.33% 77.73% 79.41% 79.83% 80.67%
Simple Migration 67.72% 76.61% 78.29% 78.99% 79.45%

Table 28: Percentage of cross-platform narrative clusters
where a bridge user appeared within the first n posts on the
receiving platform.


